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Foreword

Case Studies Are for Communication and Collaboration

Data mining or data analysis in general has become more and more important, since large
amounts of data are available and open up new opportunities for enhanced empirical sci-
ences, planning and control, and targeted marketing and information services. Fortunately,
theoretically well-based methods of data analysis and their algorithmic implementations are
available. Experienced analysts put these programs to good use in a broad variety of applica-
tions. However, the successful application of algorithms is an art! There is no mapping from
application tasks to algorithms, which could determine the appropriate chain of operators
leading from the given data to the desired result of the analysis—but there are examples of
such processes. Case studies are an easy way of communicating smart application design.
This book is about such case studies in the field of data analysis.

Analysts are interested in the work of others and curiously inspect new solutions in
order to stay up to date. Case studies are an excellent means to communicate best-practice
compositions of methods to form a successful process. Cases are also well-suited to storing
results for further use. A case is then used as a blueprint for further applications.! This
eases the development of an application to quite some extent.

Another good use of case studies is to ease the communication between application do-
main experts and data mining specialists. The case shows what could already be achieved
and inspire future cases?. This allows to frame new applications and to illustrate possi-
ble results. For those experts who want to set up a data mining project, it is a valuable
justification.

Finally, teaching means communication. Teaching data mining is not complete without
reference to case studies, either. Rapid-I offers at their website, http://rapid-i.com, video
tutorials (webinars), white papers, manuals—a large variety of documentation with many
illustrations. Offering case studies is now a further step into communicating not only the
facilities of the system, but its use in real-world applications. The details of complex data
analysis processes help those who want to become data analysts.

In summary, case studies support the collaboration of data analysts among themselves,
the communication of data analysts and application experts, the interaction between ex-
perienced and beginners. Now, how can complex data mining processes be communicated,
exchanged, and illustrated? An easy-to-understand view of the process is to abstract away
the programming details. As is explained in the following, RapidMiner offers this.

IT. Euler. Publishing operational models of data mining case studies. In B. Kitts, G. Melli, and K. Rexer,
editors, Procs. of the 1st Workshop on Data Mining Case Studies, held at IEEE ICDM, pages 99-106, 2005.

2G. Melli, X Wu, P. Beinat, F. Bonchi, L. Cao, Rong Dan, C. Faloutsos, B. Kitts, B. Goethals, G.
McLachlan, J. Pei, A. Srivastava, and O. Zaiane. Topl0 data mining case studies. Int. J. Information
Technology and Decision Making, 11(2):389-400, 2012.
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Foreword

RapidMiner

RapidMiner is a system which supports the design and documentation of an overall
data mining process. It offers not only an almost comprehensive set of operators, but also
structures that express the control flow of the process.

Nesting operator chains were characteristic of RapidMiner (Yale) from the very be-
ginning. This allows us to have a small number of operators at one level, each being
expanded at the level below by simply clicking on the lower right area of the operator
box.

An example set can be multiplied for different processes that are executed in parallel
and then be unified again. Sets of rows of different example sets of the same set of
attributes can be appended. Hence, the example set that is used by some learning
method can flexibly be modified.

The cross validation is one of the most popular nested operators. The training set is
split into n parts and, in a loop, n — 1 parts are put to training and the remaining
part to testing, so that the performance on the test set can be averaged over a range
of different example sets from the same domain. The operator X-VALIDATION is used
in most of the case studies in order to achieve sensible performance evaluations.

Several loop operators can be specified for an application. The LOOP PARAMETERS
operator repeatedly executes some other operators. The parameters of the inner oper-
ators as well as conditions controlling the loop itself tailor the operator to the desired
control flow.

Wrapper approaches wrap a performance-based selection around a learning operator.
For instance, those feature sets are selected for which a learner’s performance is best.
The wrapper must implement some search strategy for iterating over sets and for each
set call a learning algorithm and its evaluation in terms of some performance measure.

These structures are similar to notions of programming languages, but no programming
is necessary — it is just drag, drop, and click! Visually, the structures are shown by boxes
which are linked or nested. This presentation is easy to understand.

Only a small (though decisive) part of an overall data mining process is about model
building. Evaluating and visualizing the results is the concluding part. The largest part is
the pre-processing.

It starts with reading in the data and declaring the meta data. RapidMiner sup-
ports many data formats and offers operators for assigning not only value domains of
attributes (attribute type), but also their role in the learning process.

The inspection of the data through diverse plots is an important step in developing
the case at hand. In many case studies, this step is not recorded, since after the
exploration it is no longer necessary. The understanding of the analysis task and the
data leads to the successful process.

Operators that change the given representation are important to bridge the gap be-
tween the given data and the input format that a learner needs. Most analysts have a
favorite learning method and tweak the given data until they suit this algorithm well.
If frequent set mining is the favorite, the analyst will transform m nominal values of



one attribute into m binomial attributes so that frequent set mining can be applied. If
the attribute type requirements of a learner are not yet fulfilled, RapidMiner proposes
fixes.

e The discretization of real-valued attributes into nominal- or binomial-valued attributes
is more complex and, hence, RapidMiner offers a variety of operators for this task.

e Beyond type requirements, features extraction and construction allow learners to find
interesting information in data which otherwise would be hidden. A very large col-
lection of operators offers the transformation of representations. The text processing
plug-in, the value series plug-in, and the image processing plug-in are specifically made
for the pre-processing of texts, time series or value series in general, and images.

e The feature selection plug-in automatically applies user-specified criteria to design the
best feature set for a learning task. Moreover, it evaluates the selected features with
respect to stability. For real-world applications, it is important that good performance
is achieved at any sample of data. It is not sufficient that the selected features allow a
good performance on average in the cross-validation runs, but it must be guaranteed
that the features allow a sufficiently good performance on every data sample.

Given the long operator chains and nested processes in data mining, the aspect of docu-
mentation becomes indispensable. The chosen parameters of, e.g., discretization, the partic-
ular feature transformations, and the criteria of feature selection are stored with the Rapid-
Miner process. The metadata characterize the data at any state in the process. Hence, its
result is explainable and reproducible.

In this book, case studies communicate how to analyze databases, text collections, and
image data. The favorite learning tasks are classification and regression with the favorite
learning method being support vector machines followed by decision trees. How the given
data are transformed to meet the requirements of the method is illustrated by pictures
of RapidMiner. The RapidMiner processes and datasets described in the case studies are
published on the companion web page of this book. The inspiring applications may be used
as a blueprint and a justification of future applications.

Prof. Dr. Katharina Morik (TU Dortmund, Germany)






Preface

Data and the ability to make the best use of it are becoming more and more crucial for
today’s and tomorrow’s companies, organizations, governments, scientists, and societies to
tackle everyday challenges as well as complex problems and to stay competitive. Data min-
ing, predictive analytics, and business analytics leverage these data, provide unprecedented
insights, enable better-informed decisions, deliver forecasts, and help to solve increasingly
complex problems. Companies and organizations collect growing amounts of data from all
kinds of internal and external sources and become more and more data-driven. Powerful
tools for mastering data analytics and the know-how to use them are essential to not fall be-
hind, but to gain competitive advantages, and to increase insights, effectiveness, efficiency,
growth, and profitability.

This book provides an introduction to data mining and business analytics, to the most
powerful and flexible open source software solutions for data mining and business analytics,
namely RapidMiner and RapidAnalytics, and to many application use cases in scientific
research, medicine, industry, commerce, and diverse other sectors. RapidMiner and Rap-
idAnalytics and their extensions used in this book are all freely available as open source
software community editions and can be downloaded from
http://www.RapidMiner.com

Each chapter of this book describes an application use case, how to approach it with
data mining methods, and how to implement it with RapidMiner and RapidAnalytics. These
application-oriented chapters do not only provide you with the necessary analytics know-
how to solve these problems and tasks, but also with easy-to-follow reproducible step-by-step
descriptions for accomplishing this with RapidMiner and Rapid Analytics. The datasets and
RapidMiner processes used in this book are available from the companion web page of this
book:
http://www.RapidMinerBook. com

This application-oriented analytics use case collection will quickly enable you to solve
similar problems effectively yourself. The case studies can serve as blueprints for your own
data mining applications.

What Is Data Mining? What Is It Good for, What Are Its Appli-
cations, and What Does It Enable Me to Do?

While technology enables us to capture and store ever larger quantities of data, finding
relevant information like underlying patterns, trends, anomalies, and outliers in the data
and summarizing them with simple understandable and robust quantitative and qualitative
models is a grand challenge. Data mining helps to discover underlying structures in the data,
to turn data into information, and information into knowledge. Emerged from mathematics,

xxiii
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statistics, logic, computer science, and information theory, data mining and machine learning
and statistical learning theory now provide a solid theoretical foundation and powerful
methods to master this challenge. Data mining is the extraction of implicit, previously
unknown, and potentially useful information from data. The automatically extracted models
provide insight into customer behavior and into processes generating data, but can also
be applied to, for example, automatically classify objects or documents or images into
given categories, to estimate numerical target variables, to predict future values of observed
time series data, to recommend products, to prevent customer churn, to optimize direct
marketing campaigns, to forecast and reduce credit risk, to predict and prevent machine
failures before they occur, to automatically route e-mail messages based on their content
and to automatically detect e-mail spam, and to many other tasks where data helps to
make better decisions or even to automate decisions and processes. Data mining can be
applied not only to structured data from files and databases, but text mining extends the
applicability of these techniques to unstructured data like texts from documents, news,
customer feedback, e-mails, web pages, Internet discussion groups, and social media. Image
mining, audio mining, and video mining apply these techniques to even further types of
data.

Why Should T Read This Book? Why Case Studies? What Will 1
Learn? What Will I Be Able to Achieve?

This book introduces the most important machine learning algorithms and data min-
ing techniques and enables you to use them in real-world applications. The open source
software solutions RapidMiner and RapidAnalytics provide implementations for all of these
algorithms and a powerful and flexible framework for their application to all kinds ana-
lytics tasks. The book and these software tools cover all relevant steps of the data mining
process from data loading, transformation, integration, aggregation, and visualization via
modeling, model validation, performance evaluation, model application and deployment, to
automated feature selection, automated parameter and process optimization, and integra-
tion with other tools like, for example, the open source statistics package R or into your IT
infrastructure via web services. The book and the tools also extensively cover the analysis
of unstructured data including text mining and image mining.

The application-oriented focus of this book and the included use cases provide you with
the know-how and blueprints to quickly learn how to efficiently design data mining processes
and how to successfully apply them to real-world tasks. The book not only introduces you
to important machine learning methods for tasks like clustering, classification, regression,
association and recommendation rule generation, outlier and anomaly detection, but also
to the data preprocessing and transformation techniques, which often are at least as crucial
for success in real-world applications with customer data, product data, sales data, trans-
actional data, medical data, chemical molecule structure data, textual data, web page data,
image data, etc. The use cases in this book cover domains like retail, banking, marketing,
communication, education, security, medicine, physics, and chemistry and tasks like di-
rect marketing campaign optimization, product affinity scoring, customer churn prediction
and prevention, automated product recommendation, increasing sales volume and profits by
cross-selling, automated video lecture recommendation, intrusion detection, fraud detection,
credit approval, automated text classification, e-mail and mobile phone text message spam
detection, automated language identification, customer feedback and hotel review analysis,
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image classification, image feature extraction, automated feature selection, clustering stu-
dents in higher education and automated study program recommendation, ranking school
applicants, teaching assistant evaluation, pharmaceutical molecule activity prediction, med-
ical research, biochemical research, neutrino physics research, and data mining research.

What Are the Advantages of the Open Source Solutions RapidMiner
and RapidAnalytics Used in This Book?

RapidMiner and RapidAnalytics provide an integrated environment for all steps of the
data mining process, an easy-to-use graphical user interface (GUI) for the interactive data
mining process design, data and results visualization, validation and optimization of these
processes, and for their automated deployment and possible integration into more complex
systems. RapidMiner enables one to design data mining processes by simple drag and drop
of boxes representing functional modules called operators into the process, to define data
flows by simply connecting these boxes, to define even complex and nested control flows,
and all without programming. While you can seamlessly integrate, for example, R scripts
or Groovy scripts into these processes, you do not need to write any scripts, if you do not
want to. RapidMiner stores the data mining processes in a machine-readable XML format,
which is directly executable in RapidMiner with the click of a button, and which along
with the graphical visualization of the data mining process and the data flow serves as
an automatically generated documentation of the data mining process, makes it easy to
execute, to validate, to automatically optimize, to reproduce, and to automate.

Their broad functionality for all steps of the data mining process and their flexibility
make RapidMiner and RapidAnalytics the tools of choice. They optimally support all steps
of the overall data mining process and the flexible deployment of the processes and results
within their framework and also integrated into other solutions via web services, Java API,
or command-line calls. The process view of data mining eases the application to complex
real-world tasks and the structuring and automation of even complex highly nested data
mining processes. The processes also serve as documentation and for the reproducibility
and reusability of scientific results as well as business applications. The open source nature
of RapidMiner and RapidAnalytics, their numerous import and export and web service
interfaces, and their openness, flexibility, and extendibility by custom extensions, operators,
and scripts make them the ideal solutions for scientific, industrial, and business applications.
Being able to reproduce earlier results, to reuse previous processes, to modify and adapt
them or to extend them with customized or self-developed extensions means a high value for
research, educational training, and industrial and business applications. RapidMiner allows
you to quickly build working prototypes and also quickly deploy them on real data of all
types including files, databases, time series data, text data, web pages, social media, image
data, audio data, web services, and many other data sources.
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What Is the Structure of This Book and Which Chapters Should I
Read?

The first chapter of this book introduces the basic concepts of data mining and machine
learning, common terms used in the field and throughout this book, and the decision tree
modeling technique as a machine learning technique for classification tasks. The second
chapter gives you an introductory tour through the RapidMiner graphical user interface
(GUI) and how to use it to define data mining processes. In case you are already familiar
with data mining and RapidMiner, you can skip these two chapters. However, if you are a
novice in the field or regarding the software, these first two chapters are highly recommended
and will give you a quick start in both data mining and RapidMiner. All following chapters
provide a use case each and introduce additional data mining concepts and RapidMiner
operators needed to solve the task at hand.

The Chapters 8 to 6 describe classification use cases and introduce the k-nearest neigh-
bors (k-NN) and Naive Bayes learning algorithms. Chapter 3 applies k-NN for the evaluation
of teaching assistants. In Chapter 4 k-NN is used to classify different glass types based on
chemical components and the RapidMiner process is extended by Principal Component
Analysis (PCA) to better preprocess the data and to improve the classification accuracy.
Chapter 5 explains Naive Bayes as an algorithm for generating classification models and
uses this modeling technique to generate a credit approval model to decide whether a credit
loan for which a potential or existing customer applies should be approved or not, i.e.
whether it is likely that the customer will pay back the credit loan as desired or not. Chap-
ter 6 uses Naive Bayes to rank applications for nursery schools, introduces the RapidMiner
operator for importing Excel sheets, and provides further explanations of Naive Bayes.

Chapter 7 addresses the task of product affinity-based marketing and optimizing a direct
marketing campaign. A bank has introduced a new financial product, a new type of current
(checking) account, and some of its customers have already opened accounts of the new
type, but many others have not done so yet. The bank’s marketing department wants to
push sales of the new account by sending direct mail to customers who have not yet opted
for it. However, in order not to waste efforts on customers who are unlikely to buy, they
would like to address only those customers with the highest affinity for the new product.
Binary classification is used to predict for each customer, whether they will buy the product,
along with a confidence value indicating how likely each of them is to buy the new product.
Customers are then ranked by this confidence value and the 20% with the highest expected
probability to buy the product are chosen for the campaign.

Following the CRoss-Industry Standard Process for Data Mining (CRISP-DM) covering
all steps from business understanding and data understanding via data preprocessing and
modeling to performance evaluation and deployment, this chapter first describes the task,
the available data, how to extract characteristic customer properties from the customer data,
their products and accounts data and their transactions, which data preprocessing to apply
to balance classes and aggregate information from a customer’s accounts and transactions
into attributes for comparing customers, modeling with binary classification, evaluating
the predictive accuracy of the model, visualizing the performance of the model using Lift
charts and ROC charts, and finally ranking customers by the predicted confidence for a
purchase to select the best candidates for the campaign. The predictive accuracy of several
learning algorithms including Decision Trees, Linear Regression, and Logistic Regression
is compared and visualized comparing their ROC charts. Automated attribute weight and
parameter optimizations are deployed to maximize the prediction accuracy and thereby the
customer response, sales volume, and profitability of the campaign. Similar processes can
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be used for customer churn prediction and addressing the customers predicted to churn in
a campaign with special offers trying to prevent them from churning.

Chapters 8 to 10 describe three different approaches to building recommender systems.
Product recommendations in online shops like Amazon increase the sales volume per cus-
tomer by cross-selling, i.e., by selling more products per customer by recommending prod-
ucts that the customer may also like and buy.

The recommendations can be based on product combinations frequently observed in
market baskets in the past. Products that co-occurred in many purchases in the past are
assumed to be also bought together frequently in the future. Chapter 8 describes how to
generate such association rules for product recommendations from shopping cart data using
the FP-Growth algorithm. Along the way, this chapter also explains how to import product
sales data from CSV files and from retailers’ databases and how to handle data quality
issues and missing values.

Chapter 9 introduces the RapidMiner Extension for Recommender Systems. This ex-
tension allows building more sophisticated recommendation systems than described in the
previous chapter. The application task in this chapter is to recommend appropriate video
lectures to potential viewers. The recommendations can be based on the content of the
lectures or on the viewing behavior or on both. The corresponding approaches are called
content-based, collaborative, and hybrid recommendation, respectively. Content-based rec-
ommendations can be based on attributes or similarity and collaborative recommendation
systems deploy neighborhoods or factorization. This chapter explains, evaluates, and com-
pares these approaches. It also demonstrates how to make RapidMiner processes available
as RapidAnalytics web services, i.e., how to build a recommendation engine and make it
available for real-time recommendations and easy integration into web sites, online shops,
and other systems via web services.

A third way of building recommender systems in RapidMiner is shown in Chapter 10,
where classification algorithms are used to recommend the best-fitting study program for
higher-education students based on their predicted success for different study programs at
a particular department of a particular university. The idea is an early analysis of students’
success on each study program and the recommendation of a study program where a student
will likely succeed. At this university department, the first year of study is common for
all students. In the second year, the students select their preferred study program among
several available programs. The attributes captured for each graduate student describe their
success in the first-year exams, their number of points in the entrance examination, their
sex, and their region of origin. The target variable is the average grade of the student at
graduation, which is discretized into several categories. The prediction accuracy of several
classification learning algorithms, including Naive Bayes, Decision Trees, Linear Model Tree
(LMT), and CART (Classification and Regression Trees), is compared for the prediction
of the student’s success as measured by the discretized average grade. For each student,
the expected success classes for each study program is predicted and the study program
with the highest predicted success class is recommended to the student. An optimization
loop is used to determine the best learning algorithm and automated feature selection is
used to find the best set of attributes for the most accurate prediction. The RapidMiner
processes seamlessly integrate and compare learning techniques implemented in RapidMiner
with learning techniques implemented in the open source data mining library Weka, thanks
to the Weka extension for RapidMiner that seamlessly integrates all Weka learners into
RapidMiner.

Chapter 11 provides an introduction to clustering, to the k-Means clustering algorithm,
to several cluster validity measures, and to their visualizations. Clustering algorithms group
cases into groups of similar cases. While for classification, a training set with examples with
predefined categories is necessary for training a classifier to automatically classify new cases
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into one of the predefined categories, clustering algorithms need no labeled training exam-
ples with predefined categories, but automatically group unlabeled examples into clusters of
similar cases. While the predictive accuracy of classification algorithms can be easily mea-
sured by comparing known category labels of known examples to the categories predicted
by the algorithm, there are no labels known in advance in the case of clustering. Hence it
is more difficult to achieve an objective evaluation of a clustering result. Visualizing cluster
validity measures can help humans to evaluate the quality of a set of clusters. This chapter
uses k-Means clustering on a medical dataset to find groups of similar E-Coli bacteria with
regards to where protein localization occurs in them and explains how to judge the quality
of the clusters found using visualized cluster validity metrics. Cluster validity measures im-
plemented in the open source statistics package R are seamlessly integrated and used within
RapidMiner processes, thanks to the R extension for RapidMiner.

Chapter 12 applies clustering to automatically group higher education students. The
dataset corresponds to the one already described in Chapter 10, but now the task is to
find groups of similarly performing students, which is achieved with automated clustering
techniques. The attributes describing the students may have missing values and different
scales. Hence data preprocessing steps are used to replace missing values and to normalize
the attribute values to identical value ranges. A parameter loop automatically selects and
evaluates the performance of several clustering techniques including k-Means, k-Medoids,
Support Vector Clustering (SVC), and DBSCAN.

Chapters 13 to 15 are about text mining applications. Chapter 18 gives an introduction
to text mining, i.e., the application of data mining techniques like classification to text doc-
uments like e-mail messages, mobile phone text messages (SMS = Short Message Service) or
web pages collected from the World-Wide Web. In order to detect text message spam, pre-
processing steps using the RapidMiner text processing extension transform the unstructured
texts into document vectors of equal length, which make the data applicable to standard
classification techniques like Naive Bayes, which is then trained to automatically separate
legitimate mobile phone text messages from spam messages.

The second text mining use case uses classification to automatically identify the language
of a text based on its characters, character sequences, and/or words. Chapter 14 discusses
character encodings of different European, Arabic, and Asian languages. The chapter de-
scribes different text representations by characters, by tokens like words, and by character
sequences of a certain length also called n-grams. The transformation of document texts
into document vectors also involves the weighting of the attributes by term frequency and
document frequency-based metrics like TF/IDF, which is also described here. The clas-
sification techniques Naive Bayes and Support Vector Machines (SVM) are then trained
and evaluated on four different multi-lingual text corpora including for example dictionary
texts from Wikipedia and book texts from the Gutenberg project. Finally, the chapter shows
how to make the RapidMiner language detection available as web service for the automated
language identification of web pages via RapidAnalytics web services.

Chapter 15 analyses hotel review texts and ratings by customers collected from the
TripAdvisor web page. Frequently co-occurring words in the review texts are found using
FP-Growth and association rule generation and visualized in a word-association graph. In
a second analysis, the review texts are clustered with k-Means, which reveals groups of
similar texts. Both approaches provide insights about the hotels and their customers, i.e.,
about topics of interest and of complaints, quality and service issues, likes, dislikes, and
preferences, and could similarly be applied to all kinds of textual reviews and customer
feedback.

Chapter 16 describes a data mining use case in astroparticle physics, the application of
automated classification and automated feature selection in neutrino astronomy to separate
a small number of neutrinos from a large number of background noise particles or signals



Preface xxix

(muons). One of the main scientific goals of neutrino telescopes is the detection of neutri-
nos originating from astrophysical sources as well as a precise measurement of the energy
spectrum of neutrinos produced in cosmic ray air showers in the Earth’s atmosphere. These
so-called atmospheric neutrinos, however, are hidden in a noisy background of atmospheric
muons produced in air showers as well. The first task in rejecting this background is the
selection of upward-going tracks since the Earth is opaque to muons but can be traversed
by neutrinos up to very high energies. This procedure reduces the background by roughly
three orders of magnitude. For a detailed analysis of atmospheric neutrinos, however, a
very clean sample with purity larger than 95% is required. The main source of remaining
background at this stage are muon tracks, falsely reconstructed as upward going. These
falsely reconstructed muon tracks still dominate the signal by three orders of magnitude
and have to be rejected by the use of straight cuts or multivariate methods. Due to the
ratio of noise (muons) and signal (neutrinos), about 10,000 particles need to be recorded
in order to catch about 10 neutrinos. Hence, the amount of data delivered by these experi-
ments is enormous and it must be processed and analyzed within a proper amount of time.
Moreover, data in these experiments are delivered in a format that contains more than 2000
attributes originating from various reconstruction algorithms. Most of these attributes have
been reconstructed from only a few physical quantities. The direction of a neutrino event
penetrating the detector at a certain angle can, for example, be reconstructed from a pat-
tern of light that is initiated by particles produced by an interaction of the neutrino close
to or even in the detector. Due to the fact that all of the 2000 reconstructed attributes are
not equally well suited for classification, the first task in applying data mining techniques
in neutrino astronomy lies in finding a good and reliable representation of the dataset in
fewer dimensions. This is a task which very often determines the quality of the overall data
analysis. The second task is the training and evaluation of a stable learning algorithm with
a very high performance in order to separate signal and background events. Here, the chal-
lenge lies in the biased distribution of many more background noise (negative) examples
than there are signals (positive) examples. Handling such skewed distributions is necessary
in many real-world problems. The application of RapidMiner in neutrino astronomy mod-
els the separation of neutrinos from background as a two-step process, accordingly. In this
chapter, the feature or attribute selection is explained in the first part and the training of
selecting relevant events from the masses of incoming data is explained in the second part.
For the feature selection, the Feature Selection Eztension for RapidMiner is used and a
wrapper cross-validation to evaluate the performance of the feature selection methods. For
the selection of the relevant events, Random Forests are used as classification learner.

Chapter 17 provides an introduction to medical data mining, an overview of methods
often used for classification, regression, clustering, and association rules generation in this
domain, and two application use cases with data about patients suffering from carpal tunnel
syndrome and diabetes, respectively.

In the study of the carpal tunnel syndrome (CTS), thermographic images of hands were
collected for constructing a predictive classification model for CTS, which could be helpful
when looking for a non-invasive diagnostic method. The temperatures of different areas of a
patient’s hand were extracted from the image and saved in the dataset. Using a RapidMiner
preprocessing operator for aggregation, the temperatures were averaged for all segments
of the thermal images. Different machine learning algorithms including Artificial Neural
Network and Support Vector Machines (SVM) were evaluated for generating a classification
model capable of diagnosing CTS on the basis of very discrete temperature differences that
are invisible to the human eye in a thermographic image.

In the study of diabetes, various research questions were posed to evaluate the level
of knowledge and overall perceptions of diabetes mellitus type 2 (DM) within the older
population in North-East Slovenia. As a chronic disease, diabetes represents a substantial
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burden for the patient. In order to accomplish good self-care, patients need to be qualified
and able to accept decisions about managing the disease on a daily basis. Therefore, a
high level of knowledge about the disease is necessary for the patient to act as a partner
in managing the disease. Various research questions were posed to determine what the
general knowledge about diabetes is among diabetic patients 65 years and older, and what
the difference in knowledge about diabetes is with regard to the education and place of
living on (1) diet, (2) HbAlc, (3) hypoglycemia management, (4) activity, (5) effect of
illness and infection on blood sugar levels, and (6) foot care. A hypothesis about the level
of general knowledge of diabetes in older populations living in urban and rural areas was
predicted and verified through the study. A cross-sectional study of older (age >65 years),
non-insulin dependent patients with diabetes mellitus type 2 who visited a family physician,
DM outpatient clinic, a private specialist practice, or were living in a nursing home was
implemented. The Slovenian version of the Michigan Diabetes Knowledge test was then
used for data collection. In the data preprocessing, missing values in the data were replaced,
before k-means clustering was used to find groups of similar patients, for which then a
decision tree learner was used to find attributes discriminating the clusters and generate a
classification model for the clusters. A grouped ANOVA (ANalysis Of VAriances) statistical
test verified the hypothesis that there are differences in the level of knowledge about diabetes
in rural populations and city populations in the age group of 65 years and older.

Chapter 18 covers a use case relevant in chemistry and the pharmaceutical industry. The
RapidMiner Extension PaDEL (Pharmaceutical Data Exploration Laboratory) developed at
the University of Singapore is deployed to calculate a variety of molecular properties from
the 2-D or 8-D molecular structures of chemical compounds. Based on these molecular
property vectors, RapidMiner can then generate predictive models for predicting chemical,
biochemical, or biological properties based on molecular properties, which is a frequently
encountered task in theoretical chemistry and the pharmaceutical industry. The combination
of RapidMiner and PaDEL provides an open source solution to generate prediction systems
for a broad range of biological properties and effects.

One application example in drug design is the prediction of effects and side effects of a
new drug candidate before even producing it, which can help to avoid testing many drug
candidates that probably are not helpful or possibly even harmful and thereby help to focus
research resources on more promising drug candidates. With PaDEL and RapidMiner, prop-
erties can be calculated for any molecular structure, even if the compound is not physically
accessible. Since both tools are open source and can compute the properties of a molecular
structure quickly, this allows significant reduction in cost and an increase in speed of the
development of new chemical compounds and drugs with desired properties, because more
candidate molecules can be considered automatically and fewer of them need to be actually
generated and physically, chemically, or biologically tested.

The combination of data mining (RapidMiner) and a tool to handle molecules (PaDEL)
provides a convenient and user-friendly way to generate accurate relationships between
chemical structures and any property that is supposed to be predicted, mostly biologi-
cal activities. Relationships can be formulated as qualitative structure-property relation-
ships (SPRs), qualitative structure-activity relationships (SARs) or quantitative structure-
activity relationships (QSARs). SPR models aim to highlight associations between molecu-
lar structures and a target property, such as lipophilicity. SAR models correlate an activity
with structural properties and QSAR models quantitatively predict an activity. Models are
typically developed to predict properties that are difficult to obtain, impossible to measure,
require time-consuming experiments, or are based on a variety of other complex properties.
They may also be useful to predict complicated properties using several simple properties.
The PaDEL extension enables RapidMiner to directly read and handle molecular structures,
calculate their molecular properties, and to then correlate them to and generate predictive
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models for chemical, biochemical, or biological properties of these molecular structures. In
this chapter linear regression is used as a QSAR modeling technique to predict chemical
properties with RapidMiner based on molecular properties computed by PaDEL.

Chapter 19 describes a second Quantitative Structure-Activity Relationship (QSAR) use
case relevant in chemistry and the pharmaceutical industry, the identification of novel func-
tional inhibitors of acid sphingomyelinase (ASM). The use case in this chapter is based on
the previous chapter and hence you should first read Chapter 18 before reading this chapter.
In the data preprocessing step, the PaDEL (Pharmaceutical Data Exploration Laboratory)
extension for RapidMiner described in the previous chapter is again used to compute molec-
ular properties from given molecular 2-D or 3-D structures. These properties are then used
to predict ASM inhibition. Automated feature selection with backward elimination is used
to reduce the number of properties to a relevant set for the prediction task, for which a
classification learner, namely Random Forests, generates the predictive model that captures
the structure- and property-activity relationships.

The process of drug design from the biological target to the drug candidate and, sub-
sequently, the approved drug has become increasingly expensive. Therefore, strategies and
tools that reduce costs have been investigated to improve the effectiveness of drug design.
Among them, the most time-consuming and cost-intensive steps are the selection, synthesis,
and experimental testing of the drug candidates. Therefore, numerous attempts have been
made to reduce the number of potential drug candidates for experimental testing. Several
methods that rank compounds with respect to their likelihood to act as an active drug
have been developed and applied with variable success. In silico methods that support the
drug design process by reducing the number of promising drug candidates are collectively
known as virtual screening methods. Their common goal is to reduce the number of drug
candidates subjected to biological testing and to thereby increase the efficacy of the drug
design process.

This chapter demonstrates an in silico method to predict biological activity based on
RapidMiner data mining work flows. This chapter is based on the type of chemoinfor-
matic predictions described in the previous chapter based on chemoinformatic descriptors
computed by PaDEL. Random Forests are used as a predictive model for predicting the
molecular activity of a molecule of a given structure, for which PaDEL is used to compute
molecular structural properties, which are first reduced to a smaller set by automated at-
tribute weighting and selecting the attributes with the highest weights according to several
weighting criteria and which are reduced to an even smaller set of attributes by automated
attribute selection using a Backward Elimination wrapper. Starting with a large number of
properties for the example set, a feature selection vastly reduces the number of attributes
before the systematic backward elimination search finds the most predictive model for the
feature generation. Finally, a validation is performed to avoid over-fitting and the benefits
of Y-randomization are shown.

Chapter 20 introduces the RapidMiner IMage Mining (IMMI) Extension and presents
some introductory image processing and image mining use cases. Chapter 21 provides more
advanced image mining applications.

Given a set of images in a file folder, the image processing task in the first use case
in Chapter 20 is to adjust the contrast in all images in the given folder and to store the
transformed images in another folder. The IMMI extension provides RapidMiner operators
for reading and writing images, which can be used within a RapidMiner loop iterating over all
files in the given directory, adjusting the contrast of each of these images, for example, using a
histogram equalization method. Then the chapter describes image conversions between color
and gray-scale images and different feature extraction methods, which convert image data
in unstructured form into a tabular form. Feature extraction algorithms for images can
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be divided into three basic categories: local-level, segment-level, and global-level feature
extraction.

The term local-level denotes that information is mined from given points (locations)
in the image. Local-level feature extraction is suitable for segmentation, object detection
or area detection. From each point in the image, it is possible to extract information like
pixel gray value, minimal or maximal gray value in a specified radius, value after applying
kernel function (blurring, edge enhancements). Examples of utilization of such data are the
trainable segmentation of an image, point of interest detection, and object detection.

The term segment-level denotes feature extraction from segments. Many different seg-
mentation algorithms exist, such as k-means, watershed, or statistical region merging. Seg-
ment level feature extraction algorithms extract information from the whole segments. Ex-
amples of such features are mean, median, lowest and highest gray value, circularity, and
eccentricity. In contrast to local-level features, it does not take into consideration only a
single point and its neighborhood, however, it considers the whole segment and its proper-
ties like shape, size, and roundness. With the use of knowledge about the size or shape of
target objects, it is for example possible to select or remove objects according to their size
or shape.

The global-level denotes feature extraction from the whole image, for example, mean
color, dominant color, maximal gray value, minimal gray value, variance of pixels, number
of edges etc. Unlike the local or segment level, the global level segmentation is not suitable
for points or areas identification or segmentation. Rather, it is suitable for classification of
images and determining properties of the image as a whole.

Chapter 20 provides examples demonstrating the use of local-level, segment-level, and
global-level feature extraction. Local-level feature extraction is used for trainable image seg-
mentation with radial-basis function (RBF) Support Vector Machines (SVM). Segment-level
feature extraction and trainable segment selection reveal interesting segment properties like
size and shape for image analysis. With the help of global-level feature extraction, images are
classified into pre-defined classes. In the presented use case, two classes of images are distin-
guished automatically: images containing birds and images containing sunsets. To achieve
this, global features like dominant color, minimal intensity, maximal intensity, percent of
edges, etc. are extracted and based on those, an image classifier is trained.

Chapter 21 presents advanced image mining applications using the RapidMiner IMage
Mining (IMMI) Eztension introduced in the previous chapter. This chapter demonstrates
several examples of the use of the IMMI extension for image processing, image segmentation,
feature extraction, pattern detection, and image classification. The first application extracts
global features from multiple images to enable automated image classification. The second
application demonstrates the Viola-Jones algorithm for pattern detection. And the third
process illustrates the image segmentation and mask processing.

The classification of an image is used to identify which group of images a particular
image belongs to. An automated image classifier could, for example, be used to distinguish
different scene types like nature versus urban environment, exterior versus interior, images
with and without people, etc. Global features are usually used for this purpose. These
features are calculated from the whole image. The key to a correct classification is to find the
features that differentiate one class from other classes. Such a feature can be, for example,
the dominant color in the image. These features can be calculated from the original image
or from an image after pre-processing like Gaussian blur or edge detection.

Pattern detection searches known patterns in images in the images, where approximate
fits of the patterns may be sufficient. A good algorithm for detection should not be sensitive
to the size of the pattern in the image or its position or rotation. One possible approach is to
use a histogram. This approach compares the histogram of the pattern with the histogram
of a selected area in the image. In this way, the algorithm passes step by step through
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the whole image, and if the match of histograms is larger than a certain threshold, the
area is declared to be the sought pattern. Another algorithm, which is described in this
chapter, is the Viola-Jones algorithm. The classifier is trained with positive and negative
image examples. Appropriate features are selected using the AdaBoost algorithm. An image
is iterated during pattern detection using a window with increasing size. Positive detections
are then marked with a square area of the same size as the window. The provided example
application uses this process to detect the cross-sectional artery in an ultrasound image.
After detection, the images can be used to measure the patient’s pulse if taken from a video
or stream of time-stamped images.

The third example application demonstrates image segmentation and feature extraction:
Image segmentation is often used for the detection of different objects in the image. Its task
is to split the image into parts so that the individual segments correspond to objects in
the image. In this example, the identified segments are combined with masks to remove the
background and focus on the object found.

Chapter 22 introduces the RapidMiner Extension for Instance Selection and Prototype-
based Rule (ISPR) induction. It describes the instance selection and prototype construction
methods implemented in this extension and applies them to accelerate 1-NN classification on
large datasets and to perform outlier elimination and noise reduction. The datasets analyzed
in this chapter include several medical datasets for classifying patients with respect to cer-
tain medical conditions, i.e., diabetes, heart diseases, and breast cancer, as well as an e-mail
spam detection dataset. The chapter describes a variety of prototype selection algorithms
including k- Nearest-Neighbors (k-NN), Monte-Carlo (MC) algorithm, Random Mutation
Hill Climbing (RMHC) algorithm, Condensed Nearest-Neighbor (CNN), Edited Nearest-
Neighbor (ENN), Repeated ENN (RENN), Gabriel Editing proximity graph-based algo-
rithm (GE selection), Relative Neighbor Graph algorithm (RNG selection), Instance-Based
Learning (IBL) algorithm (IB3 selection), Encoding Length Heuristic (ELH selection), and
combinations of them and compares their performance on the datasets mentioned above.
Prototype construction methods include all algorithms that produce a set of instances at the
output. The family contains all prototype-based clustering methods like k-Means, Fuzzy C-
Means (FCM), and Vector Quantization (VQ) as well as the Learning Vector Quantization
(LVQ) set of algorithms. The price for the speed-up of 1-NN by instance selection is visu-
alized by the drop in predictive accuracy with decreasing sample size.

Chapter 23 gives an overview of a large range of anomaly detection methods and intro-
duces the RapidMiner Anomaly Detection Extension. Anomaly detection is the process of
finding patterns in a given dataset which deviate from the characteristics of the majority.
These outstanding patterns are also known as anomalies, outliers, intrusions, exceptions,
misuses, or fraud. Anomaly detection identifies single records in datasets which significantly
deviate from the normal data. Application domains among others include network security,
intrusion detection, computer virus detection, fraud detection, misuse detection, complex
system supervision, and finding suspicious records in medical data. Anomaly detection for
fraud detection is used to detect fraudulent credit card transactions caused by stolen credit
cards, fraud in Internet payments, and suspicious transactions in financial accounting data.
In the medical domain, anomaly detection is also used, for example, for detecting tumors
in medical images or monitoring patient data (electrocardiogram) to get early warnings
in case of life-threatening situations. Furthermore, a variety of other specific applications
exists such as anomaly detection in surveillance camera data, fault detection in complex
systems or detecting forgeries in the document forensics. Despite the differences of the var-
ious application domains, the basic principle remains the same. Multivariate normal data
needs to be modeled and the few deviations need to be detected, preferably with a score
indicating their “outlierness”, i.e., a score indicating their extent of being an outlier. In case
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of a univariate data, such an outlier factor could for example be the number of standard
deviations by which an outlier differs from the mean of this variable.

The overview of anomaly detection method provided in this chapter distinguishes three
different types of anomalies, namely (1) point anomalies, which are single data records
deviating from others, (2) contextual anomalies, which occur with respect to their context
only, for example, with respect to time, and (3) collective anomalies, where a bunch of data
points causes the anomaly. Most anomaly detection algorithms detect point anomalies only,
which leads to the requirement of transforming contextual and collective anomalies to point
anomaly problems using an appropriate pre-processing and thus generating processable
data views. Furthermore, anomaly detection algorithms can be categorized with respect
to their operation mode, namely (1) supervised algorithms with training and test data
as used in traditional machine learning, (2) semi-supervised algorithms with the need of
anomaly-free training data for one-class learning, and (3) unsupervised approaches without
the requirement of any labeled data. Anomaly detection is, in most cases, associated with
an unsupervised setup, which is also the focus of this chapter. In this context, all available
unsupervised algorithms from the RapidMiner anomaly detection extension are described
and the most well-known algorithm, the Local Outlier Factor (LOF) is explained in detail
in order to get a deeper understanding of the approaches themselves. The unsupervised
anomaly detection algorithms covered in this chapter include Grubbs’ outlier test and noise
removal procedure, k-NN Global Anomaly Score, Local Outlier Factor (LOF), Connectivity-
Based Outlier Factor (COF), Influenced Outlierness (INFLO), Local Outlier Probability
(LoOP), Local Correlation Integral (LOCI) and aLLOCI, Cluster-Based Local Outlier Factor
(CBLOF), and Local Density Cluster-Based Outlier Factor (LDCOF). The semi-supervised
anomaly detection algorithms covered in this chapter include a one-class Support Vector
Machine (SVM) and a two-step approach with clustering and distance computations for
detecting anomalies.

Besides a simple example consisting of a two-dimensional mixture of Gaussians, which
is ideal for first experiments, two real-world datasets are analyzed. For the unsupervised
anomaly detection the player statistics of the NBA, i.e., a dataset with the NBA regular-
season basketball player statistics from 1946 to 2009, are analyzed for outstanding players,
including all necessary pre-processing. The UCI NASA shuttle dataset is used for illustrating
how semi-supervised anomaly detection can be performed in RapidMiner to find suspicious
states during a NASA shuttle mission. In this context, a Groovy script is implemented for
a simple semi-supervised cluster-distance-based anomaly detection approach, showing how
to easily extend RapidMiner by your own operators or scripts.

Chapter 24 features a complex data mining research use case, the performance evaluation
and comparison of several classification learning algorithms including Naive Bayes, k-NN,
Decision Trees, Random Forests, and Support Vector Machines (SVM) across many differ-
ent datasets. Nested process control structures for loops over datasets, loops over different
learning algorithms, and cross validation allow an automated validation and the selection
of the best model for each application dataset. Statistical tests like t-test and ANOVA test
(ANalysis Of VAriance) determine whether performance differences between different learn-
ing techniques are statistically significant or whether they may be simply due to chance.
Using a custom-built Groovy script within RapidMiner, meta-attributes about the datasets
are extracted, which can then be used for meta-learning, i.e., for learning to predict the
performance of each learner from a given set of learners for a given new dataset, which then
allows the selection of the learner with the best expected accuracy for the given dataset.
The performance of fast learners called landmarkers on a given new dataset and the meta-
data extracted from the dataset can be used for meta-learning to predict the performance
of another learner on this dataset. The RapidMiner Extension for Pattern Recognition En-
gineering (PaREn) and its Automatic System Construction Wizard perform this kind of
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meta-learning for automated learner selection and a parameter optimization for a given
dataset.

The index at the end of the book helps you to find explanations of data mining concepts
and terms you would like to learn more about, use case applications you may be interested
in, or reference use cases for certain modeling techniques or RapidMiner operators you are
looking for. The companion web page for this book provides the RapidMiner processes and
datasets deployed in the use cases:
http://www.RapidMinerBook. com
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1.1 Introduction

Today, analytics is a very important topic and affects practically all levels in modern
organizations. Analytics is also used by many data-driven researchers. Data is collected and
analyzed, and the results of this analytical work either prove our hypothesis or delivers new
insights.

When we talk about analytics in this book we are referring to what many call “advanced
analytics”. This field includes technologies known from statistics as well as from computer
science. Isn’t this just statistics done by computers then? By far not! Statistics often deal
with the question if a hypothesis can be proven by a statistical test using a small but
representative data sample. Although this is of biggest importance, it is even more useful
to mix these ideas with algorithms from computer science to make sure that the methods
we are talking about will be able to scale up and analyze even the largest datasets.

And I see another distinction: traditional statistics often requires that the analyst is
creating a model or hypothesis right at the start of the analysis process. After creating such
a model, parameters of the model are estimated or the applicability of this model is proven
by means of a statistical test. Maybe this is because I am lazy, but I actually don’t like this
idea too much: Why should I manually do the work a computer is perfectly able to deal
with itself? In this sense of manual analysis, statistical analysis is much more connected to
online analytical processing (OLAP) than with “advanced analytics”: In the OLAP world,
people try to drill through their data to find the interesting patterns and the reasons in
deeper data levels themselves. Fine, but again I think this is the wrong approach for solving
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the underlying problem for mainly two reasons: Firstly, people tend to see only what they
are looking for. Most analysts have some expectations before they start and try to work as
long as necessary on the data to prove their point. Secondly, OLAP is again a pretty tedious
work I personally believe a computer is much better suited for. Did I already mention that
I am pretty lazy in this respect? I prefer actually to describe myself as “unbiased” and
“efficient”.

Don’t get me wrong: statistics and OLAP offer very important methods necessary for
many day-to-day business cases and I myself am half computer scientist and half statis-
tician. However, if you mix the methods described above with algorithms from computer
science to scale those methods up to larger datasets and also throw in some ideas from
artificial intelligence, especially from the field of machine learning, I personally think that
much more interesting possibilities can arise. This is actually nothing new and has been
an important field for research during the last decades. The methods and algorithms which
have been developed over this time have actually formed complete new research fields un-
der the names data mining, predictive analytics, or pattern detection. And one of the most
amazing developments is a collection of methods which can not only be used on structured
data, i.e., on tables, but also on unstructured data like texts or images. This has been the
underlying motivation for fields like text mining, image mining, or audio mining.

Most recently a new buzzword has been used a lot: Big Data. Well, most recently means
in the years 2012 and following, so if you are reading this book in 2092 you might want to
use this as a historical lecture. OK, back to big data: What is so special about that? If you
ask me, not that much from the point of view of a data miner. Big data is an umbrella term
for many ideas and technologies, but the underlying point of all those things is that big data
should be about infrastructure and methods for collecting, retrieving, and analyzing very
large datasets which might be of structured, unstructured, or polystructured nature. Well,
if you have read the paragraphs above you will certainly agree that this sounds actually
like a perfect description of “data mining”. As of 2013, the big data market is still in its
early days and most people are worrying about data infrastructures. But this will change
as soon as organizations do understand that the mere collection of data is worth nothing. It
is the analysis of data which delivers new insights, explains underlying patterns, or creates
models which can be extrapolated in order to predict the most likely future.

Reading this book might therefore be a very good idea for learning more about where
and how data mining can be used to deliver those insights. It might also just serve you for
your personal career—remember, the big data market will slowly but surely move into the
direction of analytics in the future. Whatever the reason is, I hope that you will learn more
about the use cases discussed in this book so that you are able to transfer them to your
own business problems. RapidMiner is an excellent and very flexible tool for re-using those
use cases and adapt them to your concrete problems. Have fun using it!

In the following, I would like to discuss what data mining actually is and to which types
of problems it can be applied. At the same time I will give you an introduction to the most
important terms. Whether you are already an experienced data mining expert or not, this
chapter is worth reading in order for you to know and have a command of the terms used
both here in this book as well as in RapidMiner.

1.2 Coincidence or Not?

Before we get properly started, let us try a small experiment:
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1. Think of a number between 1 and 10.

N

Multiply this number by 9.
Work out the checksum of the result, i.e., the sum of the numbers.
Multiply the result by 4.

Divide the result by 3.

SR A

Deduct 10.

The result is 2.

Do you believe in coincidence? As an analyst you will probably learn to answer this
question in the negative or even do so already. Let us take for example what is probably
the simplest random event you could imagine, i.e., the toss of a coin. “Ah” | you may think,
“but that is a random event and nobody can predict which side of the coin will be showing
after it is tossed.” That may be correct, but the fact that nobody can predict it does in
no way mean that it is impossible in principle. If all influence factors such as the throwing
speed and rotation angle, material properties of the coin and those of the ground, mass
distributions and even the strength and direction of the wind were all known exactly, then
we would be quite able, with some time and effort, to predict the result of such a coin toss.
The physical formulas for this are all known in any case.

We shall now look at another scenario, only this time we can predict the outcome of the
situation: A glass will break if it falls from a certain height onto a certain type of ground.
We even know in the fractions of a second when the glass is falling that there will be broken
glass. How are we able to achieve this rather amazing feat? We have never seen the glass
which is falling in this instant break before and the physical formulas that describe the
breakage of glass are a complete mystery for most of us at least. Of course, the glass may
stay intact “by chance” in individual cases, but this is not likely. For what it’s worth, the
glass not breaking would be just as non-coincidental, since this result also follows physical
laws. For example, the energy of the impact is transferred to the ground better in this case.
So how do we humans know what exactly will happen next in some cases and in other cases,
for example that of the toss of a coin, what will not?

The most frequent explanation used by laymen in this case is the description of the
one scenario as “coincidental” and the other as “non-coincidental”. We shall not go into the
interesting yet nonetheless rather philosophical discussions on this topic, but we are putting
forward the following thesis:

The vast majority of processes in our perceptible environment are not a result of coin-
cidences. The reason for our inability to describe and extrapolate the processes precisely is
rather down to the fact that we are not able to recognize or measure the necessary influence
factors or correlate them.

In the case of the falling glass, we quickly recognized the most important characteristics,
such as the material, falling height, and nature of the ground, and can already estimate, in
the shortest time, the probability of the glass breaking by analogy reasoning from similar
experiences. However, it is just that we cannot do with the toss of a coin. We can watch as
many tosses of a coin as we like; we will never manage to recognize the necessary factors
fast enough and extrapolate them accordingly in the case of a random throw.

So what were we doing in our heads when we made the prediction for the state of the
glass after the impact? We measured the characteristics of this event. You could also say
that we collected data describing the fall of the glass. We then reasoned very quickly by
analogy, i.e., we made a comparison with earlier falling glasses, cups, porcelain figurines,
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or similar articles based on a similarity measure. Two things are necessary for this: firstly,
we need to also have the data of earlier events available and secondly, we need to be aware
of how a similarity between the current and past data is defined at all. Ultimately we
are able to make an estimation or prediction by having looked at the most similar events
that have already taken place, for example. Did the falling article break in these cases or
not? We must first find the events with the greatest similarity, which represents a kind of
optimization. We use the term “optimization” here, since it is actually unimportant whether
we are now maximizing a similarity or the sales figures of one enterprise or any other—the
measurement concerned, in this case similarity, is always optimized. The analogy reasoning
described then tells us that the majority of glasses we have already looked at broke and this
very estimation then becomes our prediction. This may sound complicated, but this kind of
analogy reasoning is basically the foundation for almost every human learning process and
is done at a staggering speed.

The interesting thing about this is that we have just been acting as a human data mining
method, since data analysis usually involves matters such as the representation of events or
conditions and the data resulting from this, the definition of events’ similarities and of the
optimization of these similarities.

However, the described procedure of analogy reasoning is not possible with the toss of
a coin: It is usually insufficient at the first step and the data for factors such as material
properties or ground unevenness cannot be recorded. Therefore, we cannot have these ready
for later analogy reasoning. This does in no way mean, however, that the event of a coin toss
is coincidental, but merely shows that we humans are not able to measure these influence
factors and describe the process. In other cases we may be quite able to measure the influ-
ence factors, but we are not able to correlate these purposefully, meaning that computing
similarity or even describing the processes is impossible for us.

It is by no means the case that analogy reasoning is the only way of deducing forecasts
for new situations from already known information. If the observer of a falling glass is asked
how he knows that the glass will break, then the answer will often include things like “every
time I have seen a glass fall from a height of more than 1.5 meters it has broken.” There
are two interesting points here: The relation to past experiences using the term “always”
as well as the deduction of a rule from these experiences:

If the falling article is made of glass and the falling height is more than 1.5 meters, then
the glass will break.

The introduction of a threshold value like 1.5 meters is a fascinating aspect of this rule
formation. For although not every glass will break immediately if greater heights are used
and will not necessarily remain intact in the case of lower heights, introducing this threshold
value transforms the rule into a rule of thumb, which may not always, but will mostly lead
to a correct estimate of the situation. Instead of therefore reasoning by analogy straight
away, one could now use this rule of thumb and would soon reach a decision as to the most
probable future of the falling article. Analogy reasoning and the creation of rules are two
first examples of how humans, and also data mining methods, are able to anticipate the
outcome of new and unknown situations.

Our description of what goes on in our brains and also in most data mining methods
on the computer reveals yet another interesting insight: The analogy reasoning described
does at no time require the knowledge of any physical formula to say why the glass will now
break. The same applies for the rule of thumb described above. So even without knowing
the complete (physical) description of a process, we and the data mining method are equally
able to generate an estimation of situations or even predictions. Not only was the causal
relationship itself not described here, but even the data acquisition was merely superficial
and rough and only a few factors such as the material of the falling article (glass) and the
falling height (approx. 2m) were indicated, and relatively inaccurately at that.
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Causal chains therefore exist whether we know them or not. In the latter case, we are
often inclined to refer to them as coincidental. And it is equally amazing that describing the
further course is possible even for an unknown causal chain, and even in situations where
the past facts are incomplete and only described inaccurately.

This section has given you an idea of the kind of problems we wish to address in this book.
We will be dealing with numerous influence factors, some of which can only be measured
insufficiently or not at all. At the same time, there are often so many of these factors that
we risk losing track. In addition, we also have to deal with the events which have already
taken place, which we wish to use for modeling and the number of which easily goes into
millions or billions. Last but not least, we must ask ourselves whether describing the process
is the goal or whether analogy reasoning is already sufficient to make a prediction. And in
addition, this must all take place in a dynamic environment under constantly changing
conditions—and preferably as soon as possible. Impossible for humans? Correct. But not
impossible for data mining methods.

1.3 Applications of Data Mining

indexData Mining Applications Before we start to discuss the fundamental terms of
data mining and predictive analytics, I would like to give you a feeling about the possible
application fields for those techniques. There are literally hundreds of possible applications
for data mining and predictive analytics across basically all verticals and horizontals you
can think of. The following selection is therefore by no means complete; it should only
give you some ideas where these technologies already have been successfully applied. The
applications described in the following are grouped along selected verticals where they are
most often used, but make sure to check them all since there is no reason why you should
not use “fraud detection” also in retail instead of financial services.

1.3.1 Financial Services

e Fraud detection: Fraud detection is often used in the financial service industry but
not only there. The basic idea here is to detect fraudulent activities among a very large
set of transactions with methods from predictive analytics. Possible approaches include
the detection of outliers or the modeling of “normal” cases against “fraudulent” cases
and using this model for new transactions to check if they fall into the fraud segment.

e Churn prevention: Assume your insurance company has a contract with one of your
customers. The optimal case for your insurance would that this contract stays and you
keep an ongoing relationship with your customer. Sadly, some customers decide to quit
the contract for a wide variety of reasons and you would like to know in advance for
which customers this will happen with the highest likelihood in the near future. This
is exactly the idea behind churn prevention: create predictive models calculating the
probability that customers are likely to quit contracts soon so you can be pro-active,
engage with them, offer incentives, etc. Besides the financial industry, churn prevention
can also be often found in the retail industry, e-commerce, or telecommunications
among others.

o Sentiment analysis: Sentiment analysis is not at all connected to the financial
industry but we have seen it very often here lately. You can also find sentiment analysis
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in industries like consumer goods, retail, telecommunications, and life sciences a lot.
The idea behind sentiment analysis is to connect to thousands of online sources in the
web, collect statements about your brands or products, and analyze them by means
of text analytics with respect to their tonality or sentiment. You can identify how
sentiment changes over time and measure the success of marketing or PR by this or
you can get new insights about how to improve your products. If you combine this with
network analysis you can even detect key opinion leaders and see how they influence
their peer groups.

e Trading analytics: If you are trading, building portfolios, or preparing deals, the
natural idea would be to calculate the success rate of your decisions with help of
predictive analytics. In general, you could analyze potential trade opportunities by
looking at market data or inspect markets for trading activity which showing an
emerging trend. Lately, many analysts combine more traditional methods like time
series analysis with behavioral trading algorithms or even sentiment analysis.

e Risk management: This is another example done in the financial services indus-
try which can also be applied to many other industries as well, especially when it
comes to supply chain management, for example in manufacturing, or to logistics and
transportation. Data mining and predictive analytics can be used for solving multiple
problems connected to risk management, including error detection and quantification,
unit reviews or internal audits, detecting fraud (see above), identifying suppliers with
highest probability of failure, quantifying payment risks, and credit scoring.

1.3.2 Retail and Consumer Products

e Customer segmentation, channel selection, and next best action: In retail
you can easily find most applications of data mining for sales and marketing. A typical
approach is to use data about customers, including descriptions of the customers’
purchase and transaction history, for creating segments of customers, for example
based on classification but more often based on clustering techniques. Those clusters
can build data-driven segments much more optimized than the gut-driven A-B-C
segments which even today can often be seen in practice. The assignment of customers
to segments is an important prerequisite for further analysis, for example, for selecting
customers for specific sales or marketing channels or for predicting which is the optimal
next best action to approach those customers or leads.

e Direct marketing: The bread-and-butter business for data mining and one of the
stories how it all has begun. The idea behind direct marketing is to assign costs for
different types of actions: If I contact a lead and he does not react, this costs A (for the
contact efforts, etc.). If he does, I will get some gain B (gains are essentially negative
costs). If T don’t contact the lead and he would not have reacted anyway, this saves
me cost A above. But if I decide to not contact the lead and he or she would have
purchases, this might cause a huge loss C. So the whole point is to identify those leads
with the highest probabilities for conversion for a certain marketing campaign so that
you only would contact the most likely cases up to a limit where the contacting costs
would no longer lead to revenue high enough to compensate the costs. Even with
the advent of e-mail, direct marketing is necessary, the “cost” here might be that
recipients are tired of getting too much spam and might opt out instead so we are
using the lead.

e Recommendations, cross-selling and up-selling: Another one of the big success
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stories of data mining. Everybody who has already purchased a book at Amazon al-
ready came across the results of so-called recommender systems: “People who bought
THIS book also purchased THAT one.” At first sight, this problem type might not
look too complicated: for each item, just search for those which have been purchased
frequently together with the first one. The problem comes with the high number of
available items and the high number of transactions typically available in retail and
e-commerce. It is literally impossible to make those calculations for all combinations
which might happen and so we need algorithms guiding our search to the most promis-
ing directions. We call those promising combinations “frequent item sets” and after we
found those sets, we might want to recommend other items from those sets if the first
one is added to the cart. This approach is called cross-selling and might complement
or even replace traditional cross-selling approaches based on manual rules. Loosely
connected to this is up-selling where we try to identify customers who are likely to
purchase a higher-valued product or a larger quantity.

e Customer lifetime value: Traditional systems for business intelligence based on
OLAP approaches are great for answering questions like “who are the customers who
bought most so far” or “what are the revenues created with my top 10 customers
in the past”. Although this is with no doubt important information, it unfortunately
is also only reflecting the past. Previously good customers might change to another
supplier or drop out for other reasons, and the fact that a customer has created much
revenue so far does not mean this will continue also in the future. Instead of analyzing
the historical customer value, many organizations now turn to predict how customers
will develop in the future and what their total customer lifetime value will be to guide
their sales and marketing efforts. Predictive analytics methods help to identify typical
customer value cycles as well as to assign customers and leads to those cycles and
determining at which state within their cycle they are.

1.3.3 Telecommunications and Media

e Network analysis: The telecommunications industry actually already is a driver
for many of the application fields described above including churn prevention, chan-
nel selection, direct marketing, customer lifetime value, and sentiment analysis. One
interesting finding is that the telecommunication industry in addition can make use
of another data source describing social interactions between their customers. For
example, the calls between customers might describe their social connections and de-
scribing those connections in addition to their usage behavior and transactional data
can easily help to improve models for churn prevention and others. If a key opinion
leader decides to change to another provider, other people influenced by this person
might show a higher probability to also quit their contracts as well.

o Customer service process automation: Many companies spend a lot of efforts to
improve customer support and they are right to do so. If a customer is happy with
the support in case of a previously bad experience, this person might be turned to a
more loyal customer than before. One of the most important influence factors for the
happiness with customer service is the amount of time between when a request is sent
and when the answer is delivered. Text analytics can help to either answer a question
with an automatically selected text block or at least by assigning the request to the
right employee without any further delay. This is another example not only applicable
to the telecommunications industry but to all customer-centric businesses with many
customer contacts.
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1.3.4 Manufacturing, Construction, and Electronics

e Predictive maintenance: Predictive analytics can analyze sensor data right from
the production processes and machines to determine if there is an upcoming problem
with a machine which is likely to lead to a problem soon. Many problems manifest
themselves at early stages already with certain types of error messages or changed
behavior ultimately leading to changed sensor data. Analysts can create predictive
models based on the failure events in the past and the historical data before those
failures. Such a model can then be used to predict if a new failure is likely to happen
before the next maintenance interval and should be addressed better now than later.
Those models could also deliver insights into the reasons of those failures and hence
deliver a root cause analysis.

e Patent text analysis: Another of those examples which is actually also applicable
to other industries is the analysis of patent texts. This is most often done by methods
derived from text analysis and text similarities for one of two reasons: either a company
would like to detect emerging trends as soon as possible or it would like to be prepared
for cases in which own patents are attacked.

e Supply chain management: There are multiple application fields for predictive an-
alytics around supply chain management. We already have discussed risk management
above, for supply chain management this could mean determining which suppliers have
the highest risks for failure and what would be the expected impact in case of failure.
Predictive analytics can also be used for demand forecasting and hence for improving
logistics but also timely negotiations with suppliers. And finally those techniques can
be used to predict prices and their changes in the supply chain, again allowing for
pro-active and well-informed decisions.

e Optimizing throughput rates: The manufacturing industry even has started to
connect data mining and predictive analytics with the control centers of their factories.
Based on the sensor data describing the production process itself and also the input
to this process, those models find the optimal settings for the process in real time in
order to optimize for quality, or higher throughput rates, or even both at the same
time. In some of those cases it is important not to leave certain parameter ranges in
order to not damage the involved machines and even this is possible to do with the
help of advanced analytics.

e Quality assurance: Another application field is the prediction of the quality of the
outcome of a process even before the full process has been finished. Those predictive
models use the data describing the process and combine it with sensor data describing
the current state of an item in order to predict the quality of the final outcome. We
even have seen cases where the item was taken out of further refinement, which would
just have induced additional costs for a product which will not be sold due to quality
restrictions anyway. Closely connected to this are questions like anomaly detection
and why a certain item has a lower quality, hence a root cause analysis.
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1.4 Fundamental Terms

We managed so far to get the general idea about what are data mining and predictive
analytics about. Plus we have a good feeling that those technologies are very useful for
many application fields across basically all industries. In the following, we will introduce
some fundamental terms which will make dealing with the problems described later in this
book easier for us. You will come across these terms again and again in the RapidMiner
software too, meaning it is worth becoming acquainted with the terms used even if you are
already an experienced data analyst.

First of all, we can see what the two examples looked at in the previous sections, namely
the toss of a coin and the falling glass, have in common. In our discussion on whether we are
able to predict the end of the respective situation, we realized that knowing the influence
factors as accurately as possible, such as material properties or the nature of the ground, is
important. And one can even try to find an answer to the question as to whether this book
will help you by recording the characteristics of yourself, the reader, and aligning them with
the results of a survey of some of the past readers. These measured reader characteristics
could be, for example, the educational background of the person concerned, the liking of
statistics, preferences for other, possibly similar books and further features, which we could
also measure as part of our survey. If we now knew such characteristics of 100 readers and
had the indication as to whether you like the book or not in addition, then the further
process would be almost trivial. We would also ask you the questions from our survey
and measure the same features in this way and then, for example using analogy reasoning
as described above, generate a reliable prediction of your personal taste. “Customers who
bought this book also bought....” This probably rings a bell.

1.4.1 Attributes and Target Attributes

Whether coins, customers, or production processes, there is, as previously mentioned,
the question in all scenarios as to the characteristics or features of the respective situation.
We will always speak of attributes in the following when we mean such describing factors
of a scenario. This is also the term that is always used in the RapidMiner software when such
describing features arise. There are many synonyms for this term and depending on your
own background you might have already come across different terms instead of “attribute”,
for example

e characteristic,

feature,

e influence factor (or just factor),

indicator,

variable, or

e signal.

We have seen that description by attributes is possible for processes and also for situations.
This is necessary for the description of technical processes for example and the thought
of the falling glass is not too far off here. If it is possible to predict the outcome of such
a situation, then why not also the quality of a produced component? Or the imminent
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failure of a machine? Other processes or situations which have no technical reference can
also be described in the same way. How can I predict the success of a sales or marketing
promotion? Which article will a customer buy next? How many more accidents will an
insurance company probably have to cover for a particular customer or customer group?

We shall use such a customer scenario in order to introduce the remaining important
terms. Firstly, because humans are famously better at understanding examples about other
humans and secondly, because each enterprise probably has information, i.e., attributes, re-
garding their customers and most readers can therefore relate to the examples immediately.
The attributes available as a minimum, which just about every enterprise keeps about its
customers, are for example address data and information as to which products or services
the customer has already purchased. You would be surprised what forecasts can be made
even from such a small number of attributes.

Let us look at an (admittedly somewhat contrived) example. Let us assume that you
work in an enterprise that would like to offer its customers products in the future which
are better tailored to their needs. Within a customer study of only 100 of your customers
some needs became clear, which 62 of these 100 customers share all the same. Your research
and development department got straight to work and developed a new product within the
shortest time, which would satisfy these new needs better. Most of the 62 customers with
the relevant needs profile are impressed by the prototype in any case, although most of the
remaining participants of the study only show a small interest as expected. Still, a total of 54
of the 100 customers in the study said that they found the new product useful. The prototype
is therefore evaluated as successful and goes into production—now only the question remains
as to how, from your existing customers or even from other potential customers, you are
going to pick out exactly the customers with whom the subsequent marketing and sales
efforts promise the greatest success. You would therefore like to optimize your efficiency in
this area, which means in particular ruling out such efforts from the beginning which are
unlikely to lead to a purchase. But how can that be done? The need for alternative solutions
and thus the interest in the new product arose within the customer study on a subset of
your customers. Performing this study for all your customers is much too costly and so this
option is closed to you. And this is exactly where data mining can help. Let us first look at
a possible selection of attributes regarding your customers:

e Name
o Address

Sector

Subsector

Number of employees
e Number of purchases in product group 1

e Number of purchases in product group 2

The number of purchases in the different product groups means the transactions in your
product groups which you have already made with this customer in the past. There can
of course be more or less or even entirely different attributes in your case, but this is
irrelevant at this stage. Let us assume that you have the information available regarding
these attributes for every one of your customers. Then there is another attribute which we
can look at for our concrete scenario: Whether the customer likes the prototype or not. This
attribute is of course only available for the 100 customers from the study; the information on
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this attribute is simply unknown for the others. Nevertheless, we also include the attribute
in the list of our attributes:

e Prototype positively received?

e Name

e Address

e Sector

e Subsector

e Number of employees

e Number of purchases in product group 1

e Number of purchases in product group 2

If we assume you have thousands of customers in total, then you can only indicate whether
100 of these evaluated the prototype positively or not. You do not yet know what the others
think, but you would like to! The attribute “prototype positively received” thus adopts a
special role, since it identifies every one of your customers in relation to the current question.
We therefore also call this special attribute a label, since it sticks to your customers and
identifies them like a brand label on a shirt or even a note on a pin board. You will also find
attributes which adopt this special role in RapidMiner under the name “label”. The goal
of our efforts is to fill out this particular attribute for the total quantity of all customers.
We might therefore also speak of the target attribute instead of the term “label” since
our target is to create a model which predicts this special attribute from the values of all
others. You will also frequently discover the term target variable in the literature, which
means the same thing.

1.4.2 Concepts and Examples

The structuring of your customers’ characteristics by attributes, introduced above, al-
ready helps us to tackle the problem a bit more analytically. In this way we ensured that
every one of your customers is represented in the same way. In a certain sense we defined
the type or concept “customer”, which differs considerably from other concepts such as
“falling articles” in that customers will typically have no material properties and falling ar-
ticles will only rarely buy in product group 1. It is important that, for each of the problems
in this book (or even those in your own practice), you first define which concepts you are
actually dealing with and which attributes these are defined by.

We implicitly defined above, by indicating the attributes name, address, sector, etc.,
and in particular the purchase transactions in the individual product groups, that objects
of the concept “customer” are described by these attributes. Yet this concept has remained
relatively abstract so far and no life has been injected into it yet. Although we now know in
what way we can describe customers, we have not yet performed this for specific customers.
Let us look at the attributes of the following customer, for example:

e Prototype positively received: yes
e Name: Miller Systems Inc.

e Address: 2210 Massachusetts Avenue, 02140 Cambridge, MA, USA
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Sector: Manufacturing

Subsector: Pipe bending machines

e Number of employees: >1000

e Number of purchases in product group 1: 5
e Number of purchases in product group 2: 0

We say that this specific customer is an example for our concept “customer”. Each example
can be characterized by its attributes and has concrete values for these attributes which
can be compared with those of other examples. In the case described above, Miller Systems
Inc. is also an example of a customer who participated in our study. There is therefore a
value available for our target attribute “prototype positively received?” Miller Systems Inc.
was happy and has “yes” as an attribute value here, thus we also speak of a positive
example. Logically, there are also negative examples and examples which do not allow us
to make any statement about the target attribute.

1.4.3 Attribute Roles

We have now already become acquainted with two different kinds of attributes, i.e.,
those which simply describe the examples and those which identify the examples separately.
Attributes can thus adopt different roles. We have already introduced the role “label” for
attributes which identify the examples in any way and which must be predicted for new
examples that are not yet characterized in such a manner. In our scenario described above,
the label still describes (if present) the characteristic of whether the prototype was received
positively.

Likewise, there are for example roles, the associated attribute of which serves for clearly
identifying the example concerned. In this case the attribute adopts the role of an identifier
and is called ID for short. You will find such attributes named ID in the RapidMiner
software also. In our customer scenario, the attribute “name” could adopt the role of such
an identifier.

There are even more roles, such as those with an attribute that designates the weight of
the example with regard to the label. In this case the role has the name Weight. Attributes
without a special role, i.e., those which simply describe the examples, are also called regular
attributes and just leave out the role designation in most cases. Apart from that you have
the option in RapidMiner of allocating your own roles and of therefore identifying your
attributes separately in their meaning. Please note that for most data mining tasks in
RapidMiner the regular attributes are used as input to the method, for example, to create
a model predicting the attribute with role label.

1.4.4 Value Types

As well as the different roles of an attribute, there is also a second characteristic of
attributes which is worth looking at more closely. The example of Miller Systems Inc. above
defined the respective values for the different attributes, for example “Miller Systems Inc.”
for the attribute “Name” and the value “5” for the number of past purchases in product
group 1. Regarding the attribute “Name”, the concrete value for this example is therefore
arbitrary free text to a certain extent; for the attribute “number of purchases in product
group 1”7 on the other hand, the indication of a number must correspond. We call the
indication whether the values of an attribute must be in text or numbers the Value Type
of an attribute.
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In later chapters we will become acquainted with many different value types and see
how these can also be transformed into other types. For the moment we just need to know
that there are different value types for attributes and that we speak of value type text in
the case of free text, of the value type numerical in the case of numbers and of the value
type nominal in the case of only few values being possible (like with the two possibilities
“yes” and “no” for the target attribute).

Please note that in the above example the number of employees, although really of
numerical type, would rather be defined as nominal, since a size class, i.e., “>1000" was
used instead of an exact indication like 1250 employees.

1.4.5 Data and Meta Data

We want to summarize our initial situation one more time. We have a Concept “cus-
tomer” available, which we will describe with a set of attributes:

e Prototype positively received? [Label; Nominal]
e Name [Text)

e Address [Text)

Sector [Nominal]

Subsector [Nominal]
e Number of employees [Nominal]
e Number of purchases in product group 1 [Numerical]

e Number of purchases in product group 2 [Numerical]

The attribute “Prototype positively received?” has a special Role among the attributes; it
is our Target Attribute or Label here. The target attribute has the value type Nominal,
which means that only relatively few characteristics (in this case “yes” and “no”) can be
accepted. Strictly speaking it is even binominal, since only two different characteristics are
permitted. The remaining attributes all have no special role, i.e., they are regular and have
either the value type Numerical or Text. The following definition is very important, since
it plays a crucial role in a successful professional data analysis: This volume of information,
which describes a concept, is also called meta data, since it represents data about the actual
data.

Our fictitious enterprise has a number of Examples for our concept “customer”, i.e., the
information which the enterprise has stored for the individual attributes in its customer
database. The goal is now to generate a prediction instruction from the examples for which
information is available concerning the target attribute, which predicts for us whether the
remaining customers would be more likely to receive the prototype positively or reject it.
The search for such a prediction instruction is one of the tasks which can be performed with
data mining.

However, it is important here that the information for the attributes of the individual
examples is in an ordered form, so that the data mining method can access it by means of
a computer. What would be more obvious here than a table? Each of the attributes defines
a column and each example with the different attribute values corresponds to a row of this
table. For our scenario this could look like Table 1.1 for example.

We call such a table an Example Set, since this table contains the data for all the
attributes of our examples. In the following, and also within RapidMiner, we will use the
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TABLE 1.1: A set of examples with values for all attributes together with label values.

Prototype | Name Address Sector Sub- Number No of | No of
positively sector of em- | pur- pur-
received? ployees chases chases
group 1 group 2
Yes Miller 2210 Mas- | Manufacturing| Pipe >1000 5 0
Systems | sachusetts bending
Inc. Ave, Cam- ma-
bridge, MA, chines
USA
? Smith 101 Hunt- | IT Supplies | 600-1000 3 7
Paper ington Ave,
Boston, MA,
USA
No Meyer 1400 Com- | Retail Textiles <100 1 11
Inc. merce St,
Dallas, TX,
USA

terms Data, Dataset, and Example Set synonymously. A table with the appropriate
entries for the attribute values of the current examples is always meant in this case. It is
also such data tables which have taken their name from data analysis or data mining. Note:

Data describes the objects of a concept, Meta Data describes the characteristics of a
concept (and therefore also of the data).

Most data mining methods expect the examples to be given in such an attribute value
table. Fortunately, this is the case here and we can spare ourselves any further data transfor-
mations. In practice, however, this is completely different and the majority of work during
a data analysis is time spent transferring the data into a format suitable for data min-
ing. These transformations are therefore dealt with in detail in later chapters when we are
discussing the different use cases.

1.4.6 Modeling

Once we have the data regarding our customers available in a well-structured format,
we can then finally replace the unknown values of our target attribute with the prediction
of the most probable value by means of a data mining method. We have numerous methods
available here, many of which, just like the analogy reasoning described at the beginning or
the generating of rules of thumb, are based on human behavior. We call the use of a data
mining method “to model” and the result of such a method, i.e., the prediction instruction,
is a model. Just as data mining can be used for different issues, this also applies for models.
They can be easy to understand and explain the underlying processes in a simple manner.
Or they can be good to use for prediction in the case of unknown situations. Sometimes
both apply, such as with the following model for example, which a data mining method
could have supplied for our scenario:

If the customer comes from urban areas, has more than 500 employees and if at least
8 purchases were transacted in product group 1, then the probability of this customer being
interested in the new product is high.

Such a model can be easily understood and may provide a deeper insight into the under-
lying data and decision processes of your customers. And in addition, it is an operational
model, i.e., a model which can be used directly for making a prediction for further cus-
tomers. The company “Smith Paper” for example satisfies the conditions of the rule above
and is therefore bound to be interested in the new product—at least there is a high prob-
ability of this. Your goal would therefore have been reached and by using data mining you
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would have generated a model which you could use for increasing your marketing efficiency:
Instead of just contacting all existing customers and other candidates without looking, you
could now concentrate your marketing efforts on promising customers and would therefore
have a substantially higher success rate with less time and effort. Or you could even go a
step further and analyze which sales channels would probably produce the best results and
for which customers.

In the rest of this book we will focus on further uses of data mining and at the same
time practice transferring concepts such as customers, business processes, or products into
attributes, examples, and datasets. This will train the eye to detect further possibilities of
application tremendously and will make analyst life much easier for you later on. In the
next chapter though, we would like to spend a little time on RapidMiner and give a small
introduction to its use, so that you can implement the following examples immediately.
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2.1 Introduction

We will use the open source data mining solution RapidMiner for the practical exercises
in this book and for demonstrating the use cases for data mining, predictive analytics, and
text mining discussed here. Before we can work with RapidMiner, you of course need to
download and install the software first. You will find RapidMiner in the download area
of the Rapid-I website: http://www.rapid-i.com. If you want to follow the use cases
in this book, it is highly recommended to download the appropriate installation package
for your operating system and install RapidMiner according to the instructions on the
website now. All usual Windows versions are supported as well as Macintosh, Linux or
Unix systems. Please note that an up-to-date Java Runtime Environment (JRE) with at
least version 7 is needed for all non-Windows systems. You can find such a JRE for example
at http://www.java.com/.

2.2 First Start

If you are starting RapidMiner for the first time, you will be welcomed by the so-called
Welcome Perspective. The lower section shows current news about RapidMiner, if you have
an Internet connection. The list in the center shows the analysis processes recently worked
on. This is useful if you wish to continue working on or execute one of these processes. You
can open a process from this list to work on or execute it simply by double clicking. The
upper section shows typical actions which you as an analyst will perform frequently after
starting RapidMiner. Here are the details of these:

1. New Process: Starts a new analysis process. This will be the most often used selection

19
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for you in the future. After selecting this, RapidMiner will automatically switch to
the Design perspective (explained below).

. Open Recent Process: Opens the process which is selected in the list below the actions.

Alternatively, you can open this process by double-clicking inside the list. Either way,
RapidMiner will then automatically switch to the Design Perspective.

. Open Process: Opens the repository browser and allows you to select a process to be

opened within the process Design Perspective.

. Open Template: Shows a selection of different pre-defined analysis processes, which

can be configured in a few clicks.

. Online Tutorial: Starts a tutorial which can be used directly within RapidMiner and

gives an introduction to some data mining concepts using a selection of analysis pro-
cesses. Recommended if you have a basic knowledge of data mining and are already
familiar with the fundamental operation of RapidMiner.

File Edit Process Tools View Help
@ 5 > » U IFDe
‘ @ welcome
Wme ne P
J ‘ '
New Process Open Recent Process Open Pracess Open Template Online Tutorial
B
5 :

IDemos/Algorithms/SVM/03 Re gression SVM

IDemos/Algorithms/SVM/04 Cross Validation SVM

IIDemos/Algorithms/SVM/05 Optimize Parameters SYM

V)
[G)

FIGURE 2.1: Welcome Perspective of RapidMiner.

At the right-hand side of the toolbar inside the upper section of RapidMiner, you will find

three icons which switch between the individual RapidMiner perspectives. A perspective
consists of a freely configurable selection of individual user interface elements, the so-called
views. These can also be arranged however you like. In the Welcome Perspective there is only
one view; one preset at least, namely the welcome screen, which you are looking at now. You
can activate further views by accessing the “View” menu. Sometimes you may inadvertently
delete a view or the perspective is unintentionally moved into particularly unfavorable
positions. In this case the “View” menu can help, because apart from the possibility of
reopening closed views via “Show View”, the original state can also be recovered at any
time via “Restore Default Perspective”.
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2.3 Design Perspective

You will find an icon for each (pre-defined) perspective within the right-hand area of

the toolbar:
= I-l'x} Ilf_\-\"l
9 2@

FIGURE 2.2: Toolbar icons for perspectives.

The icons shown here take you to the following perspectives:

1. Design Perspective: This is the central RapidMiner perspective where all analysis
processes are created and managed.

2. Result Perspective: If a process supplies results in the form of data, models, or the
like, then RapidMiner takes you to this Result Perspective, where you can look at
several results at the same time as normal thanks to the views.

3. Welcome Perspective: The Welcome Perspective already described above, in which
RapidMiner welcomes you with after starting the program.

You can switch to the desired perspective by clicking inside the toolbar or alternatively
via the menu entry “View” — “Perspectives” followed by the selection of the target per-
spective. RapidMiner will eventually also ask you automatically if switching to another
perspective seems a good idea, e.g., to the Result Perspective on completing an analysis
process.

Now switch to the Design Perspective by clicking in the toolbar. This is the major
working place for us while using RapidMiner. Since the Design Perspective is the central
working environment of RapidMiner, we will discuss all parts of the Design Perspective
separately in the following and discuss the fundamental functionalities of the associated
views. In any case, you should now see the screen on the next page:

All work steps or building blocks for different data transformation or analysis tasks are
called operators in RapidMiner. Those operators are presented in groups in the Operator
View on the left side. You can navigate within the groups in a simple manner and browse
in the operators provided to your heart’s desire. If RapidMiner has been extended with one
of the available extensions, then the additional operators can also be found here. Without
extensions you will find at least the following groups of operators in the tree structure:

e Process Control: Operators such as loops or conditional branches which can control
the process flow.

e Utility: Auxiliary operators which, alongside the operator “Subprocess” for grouping
subprocesses, also contain the important macro-operators as well as the operators for

logging.

e Repository Access: Contains the two operators for read and write access in repositories.

e Import: Contains a large number of operators in order to read data and objects from
external formats such as files, databases, etc.
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FIGURE 2.3: Design Perspective of RapidMiner.

e Ezxport: Contains a large number of operators for writing data and objects into external
formats such as files, databases, etc.

e Data Transformation: Probably the most important group in the analysis in terms
of size and relevance. All operators are located here for transforming both data and
meta data.

e Modeling: Contains the actual data mining process, such as classification methods,
regression methods, clustering, weightings, methods for association rules, correlation
and similarity analyses as well as operators, in order to apply the generated models
to new datasets.

e FEvaluation: Operators using which one can compute the quality of a modeling and
thus for new data, e.g., cross-validations, bootstrapping, etc.

You can select operators within the Operators View and add them in the desired place in
the process by simply dragging them from the Operators View and dropping them into the
large white area in the center, the so-called Process View. Every analysis in RapidMiner is
a process, and every process consists of one or several steps which are the operators.

Depending on your settings, those new operators might be directly connected with ex-
isting operators as suitably as possible on the basis of the available meta data information.
If this is not happening or the automatically inserted connection is not desired, you can
delete the connection by selecting them and pressing the Delete key or by pressing the Alt
key while clicking on any of the connection ports. Ports are the round bubbles on the sides
of the operators and they are used to define the data flow through your analytical processes.
You can insert new connections by either clicking on the source port and then clicking again
on a target port or by dragging a line between those ports.

Later on, when you have successfully defined your first RapidMiner processes, a typical
result might look like in the image on the following page:

You could now simply try and select a few operators from the Operator View and
drag them into the Process View. Connect their ports, even if this is probably not leading
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FIGURE 2.4: A typical process in RapidMiner consists of several operators. The data flow
is defined by the connected ports, for example, the “Read Excel” operator loads a dataset
from an Excel file and delivers it to the succeeding “Select Attributes” operator.

to working processes, and get familiar with the user interface of RapidMiner. In order
to edit parameters you must select an individual operator. You will recognize the operator
currently selected by its orange frame as well as its shadow. If you wish to perform an action
for several operators at the same time, for example moving or deleting, please select the
relevant operators by dragging a frame around these. In order to add individual operators
to the current selection or exclude individual operators from the current selection, please
hold the CTRL key down while you click on the relevant operators or add further operators
by dragging a frame. You can also move operators around by selecting them and dragging
them in the Process View. You will notice that the parameters in the Parameter View
on the right side of RapidMiner changes sometimes if you select different operators. As you
can see, most operators provide a set of parameters which control the actual working mode
of the respective operator. You will find much information about RapidMiner and its user
interface in the RapidMiner User Manual available at
http://docs.rapid-i.com

2.4 Building a First Process

One of the first steps in a process for data analysis is usually to load some data into the
system. RapidMiner supports multiple methods for accessing datasets. It supports more
than 40 different file types and of course all major database systems. If the data is not
originally stored in a relational database system, the best approach is to import the data
first into the RapidMiner repository. Please follow the instructions from the RapidMiner
manual for more information or just try to import a dataset, for example an Excel file, with
“File” — “Import Data”. Later you will also realize that there are dozens of operators for
data import in the operator group “Import”, which can also be used directly as part of the
process.
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2.4.1 Loading Data

In the following we assume that you have managed to import the data into the Rapid-
Miner repository and hence we will retrieve the data from there. If you are loading the data
from a database or file, your following steps are at least similar to those described below.

It is always recommended to use the repository whenever this is possible instead of files.
This will allow RapidMiner to get access to the describing meta data and will ease process
design a lot. We will now create the beginning of a data analysis process and will add a first
data mining technique using this data. The very first operation in our process should be to
load the data from the repository again in order to make it available for the next analysis
steps:

1. Go to the Repositories view and open the repository Samples delivered with Rapid-
Miner. Click on the small plus sign in front of this repository. You should now see two
folders named data and processes. Open the data folder and you will find a collection
of datasets coming together with RapidMiner. Click on the dataset named Iris and
drag it onto the large white view named Process in the center of your frame. After
releasing the dataset somewhere on the white area, it should be transformed into an
operator named Retrieve with a bluish output port on the right side. RapidMiner
automatically has transformed the dataset into an operator loading the dataset. If
you click on the operator, you can see a parameter in the Parameters view pointing
to the data location. The Retrieve operator in general, well, retrieves objects from a
repository and makes them available in your process.
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FIGURE 2.5: Drag the Iris dataset into the process view in order to create a new operator
loading this dataset during process execution.

Background Information — Iris Data:

You might already be familiar with the “Iris” dataset since it is a well-known dataset
among many data analysts. If not, here is the basic idea: the dataset describes 150
Iris plants with four attributes: sepal-length, sepal-width, petal-length, and petal-width.
Since only experts for Iris plants actually understand the meaning of those attributes
we will refer to those attributes with “al” to “a4”. And there is a fifth column de-
scribing to which class of Irises each of the 150 plants belong. There are three options:
Iris-setosa, Iris-versicolor, and Iris-virginica. Fach of those three classes is represented
by 50 plants in the dataset. The goal is now to find a classification model using the
measured lengths and widths (al to a4) to predict the class of the plant. This would
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allow the classification of those plants even by non-experts like myself.

2. Maybe the output was automatically connected to one of the result ports named res
on the right side of the Process area. If that is the case, you are done already. If not—
and this depends on your current program settings—click on the output port of the
Retrieve operator and then click on the first res port on the right side. Alternatively,
you can also drag a connection line between the two ports. Your process should now
look like the following;:

 Frocess =] HmL

& -~ - & Process » @ ~E ¢ =B H S~

Retrieve Iris

inp @ out [ res

e res

FIGURE 2.6: The probably most simple process which can be created with RapidMiner:
It just retrieves data from a repository and delivers it as a result to the user to allow for
inspection.

All results which are delivered at a result port named res will be delivered as a result
to the user (or other systems if the process execution is integrated into other systems). The
next step would be to create a decision tree on the Iris dataset and also deliver this model
to the user.

2.4.2 Creating a Predictive Model

We have seen above how we create a new process just loading a dataset. The next step
will be to create a predictive model using this dataset. This model predicts a categorical or
nominal value, hence we could also say the model should describe rules which allow us to
assign one of the three classes to new and unseen data describing new plants. We refer to
this type of modeling as classification.

Adding a modeling technique to your process so that it calculated a predictive model is
actually very easy. Just follow the following steps for creating such a model:

Go to the Operators view and open the operator group Modeling, Classification, and
Regression, and then Tree Induction. You should now see an operator named Decision
Tree. Click on it and drag it to your process, somewhere to the right of your initial retrieve
operator.

You now only have to create the necessary connections. The dataset should be delivered
to the modeling operator which is delivering a model then. However, you can also deliver
the dataset itself to the user if you also connect the data port with one of the result ports.
The complete process should look like the following figure.

In the next section we will learn how to execute this process and how to inspect the
created results.
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FIGURE 2.7: Drag the operator named “Decision Tree” into your process.
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FIGURE 2.8: The complete process consisting of data loading and model creation.
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Background Information: Decision Trees
Decision trees are probably one of the most widely used techniques in data mining. One of
the biggest advantages is that they are easy to use and, maybe even more important, also
easy to understand even by non-experts. The basic idea behind decision trees is a so-called
divide-and-conquer approach. In each step the dataset is divided into different parts while
each part should better represent one of the possible classes. The final result will be a tree-
structure where each inner node represents a test for the value of a particular attribute and
each leaf is representing the decision for a particular class. A new and unknown case is then
routed down the tree until it reaches one of the leaves.

For each node we have two options depending on the value type of the attribute used at
this node. For nominal attributes, the number of children is usually equal to the number of
possible values for this attribute. If we are using a nominal attribute for a test in one of the
iner nodes, this means that the dataset is at this stage basically divided according to the
different values of this attribute. Hence, a nominal attribute will not get tested more than
once since all examples further down the tree will have the same value for this particular
attribute. This is different for numerical attributes: Here, we usually test if the attribute
value is greater or less than a determined constant. The attribute may get tested several
times for different constants.

The strategy for the construction of a decision tree is top-down in a recursive divide-and-
conquer fashion. The first step is to select one of the attributes for the root node. Then we
create a branch for each possible attribute value and split instances into subsets according
to the possible values, i.e.,we will get one subset for each branch extending from the node.
Finally we will repeat these steps recursively for each branch but only use instances that
reach the branch now. We can stop this process if all instances have the same class.

The major question is: How should we select which attribute should be tested next? Our
goal is to get the smallest tree possible since we believe that a small tree manages to explain
the data best and in a general fashion leading to fewer errors for unseen data compared
to a more complex tree. There is not a strict optimal solution for this task but a widely
used heuristic: we should choose the attribute that produces the “purest” subsets of data
with respect to the label attribute. A very popular choice for this type of measurement is
the so-called information gain. The information gain basically increases with the average
purity of the subsets and hence we should choose the attribute which gives us the greatest
information gain at each level.

We will now discuss how we can measure information at all in order to be able to
calculate which decision delivers the highest gain in information. We will see now that
information can be easily measured in bits and that a concept exists for calculating this
amount: the entropy. The entropy measures the information required in bits (can also
mean fractions of bits) to predict the outcome of an event if the probability distribution of
this event is given. The formula is as follows:

Entropy (p1,...,Pn) = -p1 ld (p1) - .. .- pn ld (Pn)

p1 to pn are the possible probabilities for all outcomes while ld is the logarithm dualis, i.e.,the
logarithm with base 2. The formula is easy to understand with a small example. Let’s assume
we are tossing an unbiased coin where each side can be shown with a probability of 0.5. In
this case the entropy is —0.5 * 1d(0.5) — 0.5 * 1d(0.5) = 1. The necessary information to
decide which side of a tossed coin is actually shown is hence 1 bit, which is the perfect
amount for a binary decision with only two possible outcomes which are equally likely.
Now let’s assume that the coin is biased and shows “head” with a probability of 75% and
“tails” with 25%. In this case the entropy would be calculated as —0.75 * 1d(0.75) — 0.75 *
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1d(0.75) = 0.81 and hence we need less information to decide. This is only natural since we
already expected “head” with a higher probability.

Algorithms for creating decision trees make use of the notion of entropy for selecting the
optimal attribute for each split, i.e.,inner node. The entropy for the class distribution is first
calculated for each possible value of a mominal attribute. Let’s do this for an example and
assume that we have an attribute with two possible values A and B. We have 10 examples
with value A and 20 examples with value B. For those with value A we have 3 examples
with class X and 7 examples with class Y. And for those with value B we have 15 examples
with class X and 5 examples with class Y. We can now calculate the entropy values based
on those class distributions in the subsets defined by those examples having values A and B
respectively for this attribute:

1. Entropy A — entropy of class distribution (3/10, 7/10) = 0.881 bits
2. Entropy B — entropy of class distribution (16/20, 4/20) = 0.322 bits

For numerical attributes, each possible threshold for a numerical split is tested instead.
In both cases the total information needed given a specific attribute is the weighted average
of all entropy values; in this case this would be

(10 * Entropy A + 20 * Entropy B) / 30 = 0.508.

In order to calculate the information gain by this split, we have to compare the entropy
of the class distribution before the split with the entropy after the split, i.e.,in our example:

gain = info (19/30,11/30) — weighted entropy = 0.948 — 0.508 = 0.44

The information gain for performing this split hence is 0.44. We can now calculate the
gain for all possible attributes and compare all gains to find the one delivering the highest
value. This attribute would then be used for the next split. The dataset is divided accordingly
and the complete process is repeated recursively until all subsets only contain examples for
a single class.

The section above has explained the basic ideas behind decision trees, but be assured that
there is more about decision trees beyond this basic approach. Instead of the information
gain, one could use different measurements including the so-called gain ratio which prefers
splits with less possible branches. Another important addition is pruning the tree after the
growing phase in order to make it more robust for unseen data points. Please refer to the
standard literature about data mining for getting more information about additions to the
basic decision tree algorithm.

2.4.3 Executing a Process

Now we are ready and want to execute the process we have just created for the first time.
The status indicators of all used operators should now be yellow or green (the small traffic
lights in each operator box) in the best case, and there should be no entries in the Problems
View before you start executing a process. In such a case it should be possible to execute
our process currently consisting of only one operator without any problems. However, the
problems in the Problems view and also the red traffic lights only indicate that there might
be a potential problem—you might be able to execute a process even if RapidMiner detects
a potential problem. Just execute the process and check if it works despite the complaint
as described below.

You have the following options for starting the process:
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1. Press the large play button in the toolbar of RapidMiner.
2. Select the menu entry “Process” — “Run”.

3. Press F11.

>

FIGURE 2.9: Press the Play icon in order to execute your process.

While a process is running, the status indicator of the operator being executed in each
case transforms into a small green play icon. This way you can see what point the process
is currently at. After an operator has been successfully executed, the status indicator then
changes and stays green—until for example you change a parameter for this operator: Then
the status indicator will be yellow. The same applies for all operators that follow. This
means you can see very quickly which operators a change could have an effect on.

The process defined above only has a short runtime and so you will hardly have the
opportunity to pause the running process. In principle, however, you can briefly stop a
running process with the pause symbol, e.g., in order to see an intermediate result. The
operator currently being executed is then finished and the process is then stopped. You can
recognize a process that is still running but currently paused by the fact that the color of
the play icon changes from blue to green.

Press the play button again to continue executing the process further. If you do not
wish to merely pause the process but to abort it completely, then you can press the stop
button. Just like when pausing, the operator currently being executed is finished and the
process fully aborted immediately after. Please note that you can switch to the Design
Perspective immediately after aborting the process and make changes to processes, even
if the execution of the current operator is being finished in the background. You can even
start further processes and do not need to wait for the first process to be completed.

Note: The operator being executed is always completed if you abort. This is necessary
to ensure a sound execution of operators. However, completing an operator may need much
more time in individual cases and also require other resources such as storage space. So if
when aborting very complex operators you can see this taking hours and requiring additional
resources, then your only option is to restart the application.

2.4.4 Looking at Results

After the process was terminated, RapidMiner should automatically have switched to the
Result Perspective. If this was not the case, then you probably did not connect the output
port of the last operator with one of the result ports of the process on the right-hand side.
Check this and also check for other possible errors, taking the notes in the Problems View
into consideration.

Feel free to spend a little time with the results. The process above should have delivered
a dataset and a decision tree used to predict the label of the dataset based on the attributes’
values. You can inspect the data itself as well as the meta data of this dataset and try out
some of the visualizations in the plot view. You can also inspect the decision tree and try
to understand if this makes sense to you. If you wish to return to the Design Perspective,
then you can do this at any time using the switching icons at the right of the toolbar.

Tip: After some time you will want to switch frequently between the Design Perspective



30 RapidMiner: Data Mining Use Cases and Business Analytics Applications

and the Result Perspective. Instead of using the icon or the menu entries, you can also use
keyboard commands F8 to switch to the Design Perspective and F9 to switch to the Result
Perspective.

What does that result mean to us? We now have managed to load a dataset from the
RapidMiner repository and then we have built the first predictive model based on this data.
Furthermore, we got a first feeling about how to build RapidMiner processes. You are now
ready to learn more about the use cases for data mining and how to build corresponding
processes with RapidMiner. Each of the following chapters will describe a use case together
with the data which should be analyzed. At the same time each chapter will introduce new
RapidMiner operators to you which are necessary to successfully solve the tasks at hand.
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FIGURE 2.10: The decision tree described the rules how to assign the different classes to
a new plant. First we check the value of a3 and if it small enough, we assign the blue class
Iris-setosa to this plant. If not, we additionally check the value for a4 and if this is high
we assign the red class Iris-virginica to it. Finally, we will check for attribute a3 again and
decide for Iris-versicolor if the value is small enough.
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3.1 Introduction

This chapter explains the k-NN classification algorithm and its operator in RapidMiner.
The Use Case of this chapter applies the k-NN operator on the Teacher Evaluation dataset.
The operators explained in this chapter are: Read URL, Rename, Numerical to Binominal,
Numerical to Polynominal, Set Role, Split Validation, Apply Model, and Performance.

The k-Nearest Neighbor algorithm is based on learning by analogy, that is, by comparing
a given test example with the training examples that are similar to it. The training examples
are described by n attributes. Each example represents a point in an n-dimensional space.
In this way, all of the training examples are stored in an n-dimensional pattern space. When
given an unknown example, the k-nearest neighbor algorithm searches the pattern space for

33
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the k training examples that are closest to the unknown example. These k training examples
are the k£ “nearest neighbors” of the unknown example. The “Closeness” is defined in terms
of a distance metric, such as the Euclidean distance.

3.2 Algorithm

The neighbors are taken from a set of examples for which the correct classification
or, in the case of regression, the value of the label is known. This can be thought of as
the training set for the algorithm, though no explicit training step is required. The basic
k-Nearest Neighbor algorithm is composed of two steps:

e Find the k training examples that are closest to the unseen example.

e Take the most commonly occurring classification for these k£ examples or, in the case
of regression, take the average of these k label values and assign this value as the label
of this unseen example.

These two steps are performed for all the unseen examples i.e., all examples of the training
dataset.

3.3 The k-NN Operator in RapidMiner

The k-Nearest Neighbor algorithm is implemented by the k-NN operator in RapidMiner.
This operator is located at “Modeling/ Classification and Regression/ Lazy Modeling” in
the Operators Window. This operator expects an ExampleSet as input and it generates a
k-Nearest Neighbor model from the given ExampleSet. This model can be a classification
or regression model depending on the given ExampleSet. If the type of the label of the
ExampleSet is polynominal or binominal, then this operator generates a classification model.
If the type of the label is numerical, then this operator generates a regression model. Some
important parameters of this operator are:

e k: This parameter specifies the number of nearest neighbors of the unseen example
to look for. This parameter is equivalent to the k variable in the k-Nearest Neighbor
algorithm. If the parameter k is set to 1, the example is simply assigned the class of
its nearest neighbor.

e weighted vote: This parameter specifies if the votes should be weighted by similarity.
If this parameter is set to true, the weight of examples is also taken into account. It
can be useful to weight the contributions of the neighbors, so that the nearer neighbors
contribute more than the more distant ones.

e measure types: This parameter is used for selecting the type of measure to be
used for finding the nearest neighbors. In other words, this parameter specifies the
type of measure to use for measuring closeness of examples. The following options
are available: mized measures, nominal measures, numerical measures, and Bregman
divergences.
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3.4 Dataset
3.4.1 Teacher Assistant Evaluation Dataset

This dataset has been taken from the UCI repositories. It can be accessed through this
link: http://archive.ics.uci.edu/ml/datasets/Teaching+Assistant+Evaluation

3.4.2 Basic Information

This dataset consists of evaluations of teaching performance of 151 teaching assis-
tant (TA) assignments over five semesters at the Statistics Department of the University
of Wisconsin-Madison. The scores were divided into three roughly equal-sized categories
(“low”, “medium”, and “high”) to form the label attribute.

3.4.3 Examples

This dataset has 151 examples and there are no missing values in this data set.

3.4.4 Attributes

This dataset has six attributes (including the label attribute). The data set comes with
some basic information but the type and role of attributes is set by the user of the dataset.
Even the attribute names are specified by the user. Here is an explanation of the attributes
of this dataset:

1. English Speaker: This attribute specifies whether or not the TA is a native English
speaker. If the value of this attribute is 1 it implies that the TA is a native English
speaker. If the value of this attribute is 2 it implies that the TA is not a native
English speaker. As this attribute has only two possible values, its type should be set to
binominal in RapidMiner. It should be noted that values 1 and 2 are not integer values
here; they are used to represent native and non-native English speakers, respectively.

2. Imstructor: This attribute specifies the course instructor. To hide the identity of the
instructors, this attribute is represented by numbers from 1 to 25 (instead of instructor
name or id etc.). As there were 25 instructors, this attribute can have 25 possible
values i.e., {1, 2, 3...25}. The type of this attribute should be set to polynominal in
RapidMiner. It should be noted that values 1 to 25 are not integer values here; they
are used to represent 25 different instructors.

3. Course: This attribute specifies the course. To hide the identity of the courses, this
attribute is represented by numbers from 1 to 26 (instead of course name or id etc.).
As there were 26 courses, this attribute can have 26 possible values, i.e., {1, 2, 3...26}.
The type of this attribute should be set to polynominal in RapidMiner. It should be
noted that values 1 to 26 are not integer values here; they are used to represent 26
different courses.

4. Summer: This attribute specifies if the course was offered in summer or regular
semester. If the value of this attribute is 1 it implies that the course was offered in
the summer semester. If the value of this attribute is 2 it implies that the course was
offered in regular semester. As this attribute has only two possible values, its type
should be set to binominal in RapidMiner. It should be noted that values 1 and 2
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are not integer values here; they are used to represent summer and regular semesters,
respectively.

5. Class Size: This attribute specifies the number of students in the class. The type of
this attribute should be set to integer in RapidMiner.

6. Score Category (label attribute): This attribute specifies the score category of per-
formance evaluation. The values 1, 2, and 3 indicate that the score was low, medium
or high, respectively. As this attribute has three possible values its type should be
set to polynominal in RapidMiner. It should be noted that values 1, 2, and 3 are not
integer values here; they are used to represent different score categories. The role of
this attribute should be set to label because this is the target attribute or the attribute
whose value will be predicted by the classification algorithms. The role of all other
attributes should be set to regular.

More information about this dataset can be obtained from the UCI repositories.

3.5 Operators in This Use Case

3.5.1 Read URL Operator

The Read URL operator can be very useful if the required dataset is available on the
Internet at a particular url. The url of the dataset should be given in the wurl parameter
of the Read URL operator. Connectivity to the Internet is required for this operator to
fetch data from the specified url. The column separators parameter is also important. It
specifies the column separators in form of a regular expression. In most cases, the default
value of the column separators parameter works well. It is important to note that the Read
URL operator does not ask the user for meta data. It automatically guesses the types of
attributes. The type conversion operators can be used after data import to change the type
of the attributes (if required). The Set Role operator can be used to set the role of attributes
after the dataset has been imported. Some role and type conversion operators are discussed
later in this chapter.

3.5.2 Rename Operator

Pre-processing starts in RapidMiner as soon as the data has been loaded into Rapid-
Miner. Some data import operators (e.g., Read CSV and Read Excel) import data in such
a way that the attributes are assigned the correct name during the data import procedure.
In this case, there may be no need for renaming the attributes. Names of attributes do not
have any effect on the outcome of the classification model, but it is a good practice to assign
meaningful names to attributes so that the attribute names reflect the sort of information
stored in them. The most commonly used operators for renaming attributes in RapidMiner
are the Rename and Rename by Replacing operators. The Rename operator can be used for
renaming one or more attributes of the given dataset. The names of attributes in a dataset
should be unique. The Rename operator has no impact on the type or role of an attribute.
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3.5.3 Numerical to Binominal Operator

The Numerical to Binominal operator changes the type of the selected numeric attributes
to binominal type. This operator not only changes the type of selected attributes but it
may also change the data of those attribute in the dataset. Binominal attributes can have
only two possible values e.g., “true” or “false”. If the value of the selected attribute in an
example is between the specified minimal and maximal value, this operator changes it to
“false”, otherwise it changes it to “true”. Minimal and maximal values can be specified by
the min and maz parameters, respectively.

3.5.4 Numerical to Polynominal Operator

The Numerical to Polynominal operator changes the type of the selected numeric at-
tributes to polynominal type. It simply changes the type of selected attributes i.e., every new
numerical value is considered to be another possible value for the polynominal attribute.
As numerical attributes can have a huge number of different values even in a small range,
converting such a numerical attribute to polynominal type will generate a huge number of
possible values for the new polynominal attribute. Such a polynominal attribute may not be
a very useful one. This operator cannot be used for grouping numerical values into groups
represented by a polynominal attribute. For grouping the numerical values discretization
operators are used.

3.5.5 Set Role Operator

It is extremely important to assign the right role to the attributes in the dataset. Most
classification operators will not work if there is no attribute with the label role in the dataset
(or even if there are multiple attributes with the label role). It should be made sure that
only one attribute (and the right one!) has the label role. In a very basic classification setup
all other attributes will have regular roles. If an attribute uniquely identifies examples it
can be assigned an id role. RapidMiner provides the Set Role operator for changing the role
of the attributes. This operator is used for changing the role of one or more attributes. It
is very simple to use. The user only needs to provide the name of the attribute and select
the desired role for it. The name is provided in the name parameter and the desired role is
selected by the target role parameter. Roles of multiple attributes can be set using the set
additional roles parameter.

3.5.6 Split Validation Operator

The set of examples that the model is trained on is called the training data set. The
trained model is applied on new examples to test the performance of the model; this is
known as testing a model. The dataset on which the trained model is tested is called the
testing dataset. Testing the model gives an idea of how the model will perform in practice.
Testing the model validates the performance of the model.

Training and testing is very important part of a classification process. A classification
model cannot be applied in practice without knowing the performance (e.g., prediction
accuracy) of the model. Testing and training can be implemented in different ways. A very
common method is to split the dataset into two portions. One portion is used for training
the model and the other portion is used for testing the trained model. Usually the larger
portion of the dataset is reserved for training the model.

The Split Validation operator is a nested operator. It has two subprocesses: a train-
ing sub-process and a testing sub-process. The training sub-process is used for learning or
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training a model. The classification operators are placed in this sub-process to train a clas-
sification model. The trained model is then applied in the testing sub-process. Mostly, the
Apply Model operator is used for applying the trained model. The performance of the model
is also measured during the testing phase. Performance measuring operators like the Perfor-
mance, Performance (Classification), and Performance (Binominal Classification) operators
are used for measuring the performance of the model. The given dataset is partitioned into
two subsets. One subset is used as the training set and the other one is used as the testing
set. The size of two subsets can be adjusted by parameters like split, split ratio, training
set size, and test set size parameters. The sampling type parameter is used for selecting
the type of sampling. The model is learned on the training set and is then applied on the
testing set. This is done in a single iteration, as compared to the X-Validation operator that
iterates a number of times using different subsets for testing and training purposes.

3.5.7 Apply Model Operator

The Apply Model operator applies a trained model on a dataset. Usually a model is
trained on a training dataset and then tested on testing dataset. The Apply Model operator
takes two inputs:

1. Trained model.

2. Testing dataset.

It is compulsory that both training and testing datasets should have exactly the same
number, order, type and role of attributes. If these properties of meta data of the datasets
are not consistent, it may lead to serious errors. The output of the Apply Model operator
is the result of applying the trained model on the testing dataset. The resultant dataset
has a new attribute with the prediction role. This attribute contains the values of the label
predicted by the trained model.

3.5.8 Performance Operator

In contrast to the other performance evaluation operators like Performance (Classifi-
cation) operator or Performance (Binominal Classification) operator, this operator can be
used for performance evaluation of all types of learning tasks. It automatically determines
the learning task type and calculates the most common criteria for that type. For more
sophisticated performance calculations, task-specific performance operators should be used,
for example, Performance (Binominal Classification) operator should be used for binominal
classification tasks.

3.6 Use Case

The Teacher Evaluation dataset is used in this use case. The Read URL operator is used
for importing the data. The name, type, and role conversion operators are used during the
pre-processing. The Split Validation operator is used for assisting in training and testing of
the model. The Performance operator is used for evaluating the performance of the model.
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FIGURE 3.1: Workflow of the process.

3.6.1 Data Import

This process starts with the import of the Teacher Evaluation dataset. The Read URL
operator is used for importing data. The url parameter of the Read URL operator is set to
‘http://archive.ics.uci.edu/ml/machine-learning-databases/tae/tae.data’ which is the URL
of the Teacher Evaluation dataset. All other parameters of the Read URL operator are used
with default values. The column separators parameter of the Read URL operator is set to
$\s*[;\s*|\s+ which is a regular expression. ‘|’ stands for a disjunction (logical ‘or’), thus,
there are three statements separated by two disjunctions. The three statements are:

e ,\s* : \s’ stands for a whitespace. ‘*’ stands for zero or more occurrences of the

previous element. Therefore, ‘\s*’ means zero or more whitespaces after a comma.

e ;\s* : ‘\s’ stands for a whitespace. ‘*’ stands for zero or more occurrences of the

previous element. Thus ;\s*” means zero or more whitespaces after a semi-colon.

e \s+ : ‘\s’ stands for a whitespace. ‘4+’ stands for one or more occurrences of the
previous element. Thus ‘\s+’ means one or more whitespaces.

As the Teacher Evaluation dataset has commas as column separators there is no need to
modify the default regular expression of the column separators parameter. A breakpoint is
inserted after this operator so that the output of the Read URL operator can been viewed
in the Results Workspace. A breakpoint is an interruption point in the process execution
for inspection of intermediate results. These results are displayed in the Results View. To
insert a breakpoint after an operator, right-click on that operator and select the “Breakpoint
After” option. You can also select the “Breakpoint Before” option, in which case you will
see the intermediate results obtained before execution of this operator.

3.6.2 Pre-processing

The Read URL operator fetches the data from the specified url but it does not specify
the meta data of the dataset. In addition, the attribute names are not meaningful in the
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output of the Read URL operator. Therefore, some pre-processing is required to set the
name, type, and role of the attributes.

3.6.3 Renaming Attributes

The Rename operator is used for renaming the attributes. The old name, new name and
rename additional attributes parameters are used for renaming the attributes as shown in
Figure 3.2. A breakpoint is inserted after this operator so that the effect of the Rename
operator can be seen in the Results Workspace.

r
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FIGURE 3.2: Parameters of the Rename operator.

3.6.4 Changing the Type of Attributes

The type of all attributes is integer when the dataset is fetched from the specified url
which is not the correct type. As was explained in the description of the Teacher Evalua-
tion dataset, the types of the Course, Instructor, and Score Category attributes should be
polynominal. The Numerical to Polynominal operator is used for changing the type of these
attributes from integer to polynominal. The parameters of the Numerical to Polynominal
operator are shown in the Figure 3.3 . A breakpoint is inserted after this operator so that
the effect of the Numerical to Polynominal operator can be seen in the Results Workspace.
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FIGURE 3.3: The parameters of the Numerical to Polynominal operator.

The type of the English Speaker and Summer attributes should be binominal. The
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Numerical to Binominal operator is used for changing the type of these attributes. The
parameters of the Numerical to Binominal operator are shown in the Figure 3.4.

r 3 =
#¥ Select Attributes: attributes i \_—:g Farametars
I

@4 Numerical to Binominal

Select Atributes: attributes
The attribute which should be chosen.

attribute filter type
Aftributes Selected Attributes -
| e ere) g

English Speaker [[] invert selection
Summer

I:‘ include special attributes

min 0

II

max 0

FIGURE 3.4: The parameters of the Numerical to Binominal operator.

The value ‘1’ stands for ‘true’ and the value ‘2’ stands for ‘false’ in the English Speaker
and Summer attributes. To actually convert 1 and 2 to ‘true’ and ‘false’, respectively the
min and maz parameters of the Numerical to Binominal operator are set to 2. All the values
in the range of min and max parameters are changed to false (in this case only one value
i.e., 2 falls in this range) and all other values are changed to true (i.e., 1 is changed to true).
A breakpoint is inserted after this operator so that the effect of the Numerical to Binominal
operator can be seen in the Results Workspace.

3.6.5 Changing the Role of Attributes

The role of all the attributes is set to regular when the dataset is fetched from the
specified url by the Read URL operator. As it was explained in the explanation of the
Teacher Evaluation dataset, the role of the Score Category attribute should be label. The
Set Role operator is used for changing the role. The parameters of the Set Role operator
are shown in Figure 3.5. A breakpoint is inserted after this operator so that the effect of
the Set Role operator can be seen in the Results Workspace.

3.6.6 Model Training, Testing, and Performance Evaluation

Now that the dataset has the correct name, type, and role for all attributes, the pre-
processing has been completed for this process. Once the pre-processing of the dataset has

4 set Role
name [Scnre Category v]
target role [Iabel v]
set additional roles [ E;‘;’ Edit List (0)... l

FIGURE 3.5: The parameters of the Set Role Operator.
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been completed, a model can be trained on the training subset of the dataset. The trained
model is then tested on the testing subset of the dataset. Finally, the performance of the
model is measured. All these tasks can be implemented conveniently by using the Split
Validation operator. The Split Validation operator splits the given dataset into training
and testing datasets. The split ratio parameter specifies the ratio of the data to be used
as training data (testing dataset is automatically assigned the ratio = 1 - split_ratio).
This operator is applied on the pre-processed Teacher Evaluation dataset. The split ratio
parameter is set to 0.7 and the sampling type parameter is set to “stratified sampling”. The
following is an explanation of what happens inside the Split Validation operator. You must
double-click on the operator to get inside the operator for specifying the subprocesses.

%, validation (Split Validation)

K-lH _)im:nly Model ﬁpnr!omnme F split relative v ‘

tra Qtra e mod mod
o exa thr tes
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FIGURE 3.6: Subprocesses and Parameters of the Split Validation operator.

1. The Split Validation operator provides training dataset (composed of 70% of the
examples) through the training port of the Training sub-process. This training dataset
is used as input for the k-NN operator. Thus, the k-NN classification model is trained
on this training dataset.

2. The k-NN operator provides the k-NN classification model as its output. This model
is connected to the model port of the Training sub-process.

3. The k-NN classification model that was provided at the model port of the Training
sub-process is delivered by the Split Validation operator at the model port of the
Testing sub-process. This model is provided as input at the model port of the Apply
Model operator.

4. The Split validation operator provides the testing dataset through the test set port of
the Testing sub-process. As the split ratio parameter was set to 0.7, the testing dataset
comprises 0.3 (i.e., 1.0 — 0.7) ratio of examples. This testing dataset is provided as
input to the Apply Model operator (at the unlabeled data port).

5. The Apply Model operator applies the k-NN classification model (that was provided
at its model input port) on the testing dataset (that was provided at its unlabeled data
input port). The resultant labeled dataset is delivered as output by the Apply Model
operator. This labeled dataset is provided as input to the Performance operator.

6. The Performance operator evaluates the statistical performance of the model through
the given labeled dataset and generates a performance vector which holds information
about various performance criteria.

If the k parameter of the k-NN operator is set to 1 (keeping everything else constant), the
accuracy of the model turns out to be 41.30%. Figure 3.7 shows how the accuracy of the
model varies with the change in value of parameter k.

It turns out that values 1 and 2 for parameter k produce the most accurate models,
in this case. The accuracy of these models is not quite at par with the standards. This is
because many steps were skipped in the process to keep it simple.
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FIGURE 3.7: The change in accuracy of the model with the change in value of the
parameter k.
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4.1 Introduction

The use case of this chapter applies the k-NN operator on the Glass Identification
dataset (overview of the k-NN algorithm has been discussed in the previous chapter). The
purpose of this use case is to predict the type of the glass depending on its components.
The operators explained in this chapter are: Read CSV, PCA, Split Data, and Performance
(Classification).

4.2 Dataset

Glass Identification Dataset This dataset has been taken from UCI repositories. This
dataset can be accessed through this link: http://archive.ics.uci.edu/ml/datasets/
Glass+Identification.

Basic Information: The aim of this dataset is to classify the glass into one of 7 forms
depending on its oxide content (i.e., sodium, iron etc.).

Examples This dataset has 214 examples and there are no missing values in this data
set.

Attributes This dataset has 11 attributes (including